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Modeling is an invaluable tool for studying sedimentary basin filling and for understanding depositional pro-
cesses with long recurrence intervals, including channel avulsion. Simplified modeling approaches, such as
cellular models and process-analogue experiments, are particularly useful for efficiently exploring alternative
hypotheses and evaluating first-order controls on river avulsion and alluvial architecture. Here we review the
history and current state of the art in simplified avulsion and alluvial architecture models, with a particular
focus on how results and insights from these models can be incorporated into field and subsurface studies,
and vice versa. Simplified avulsion and alluvial architecture models have proliferated in the past decade, pro-
viding a wide variety of models to serve as a basis for future coupled field-modeling studies. We compare fea-
tures of leading models and discuss avenues for effectively pairing model capabilities with hypotheses and
field data. Outstanding questions highlighted by recent modeling efforts include 1) What thresholds control
avulsion initiation in different systems? 2) How do floodplain processes and topography influence avulsion
dynamics and alluvial architecture? 3)What factors determine where avulsion channels stabilize? Answering
these questions will require targeted modeling efforts coupled to data from ancient systems. Hence our
model comparison emphasizes features that can be used to choose or design fit-for-purpose models, and
we outline how quantitative data useful for model selection and validation can be obtained frommodern sys-
tems and ancient deposits. Matching model goals with targeted questions, and model parameters and predic-
tions with quantitative field data, will help tighten communication between field- and model-oriented
sedimentary geologists, facilitating advances in our understanding of river avulsion and alluvial architecture.
sevier B.V.
© 2011 Published by Elsevier B.V.
1. Introduction

Sedimentary geologists are often required to interpret deposits
which are only an incomplete record of Earth-surface processes acting
on geologic timescales. Consequently field studies of ancient deposits
rely heavily on insights from research on active sedimentary processes
via modern systems, physical experiments, and numerical models. At
the scale of an event, observations from modern systems and sedi-
ment-transport laws at reach and flume scale are useful for interpreting
and predicting sedimentation and erosion (Parker, E-book; Dietrich et
al., 2003; Paola et al., 2009). Likewise, at the scale of a stratigraphic se-
quence or basin fill, sedimentation patterns can be explained by rela-
tionships between sediment transport, basin subsidence, and mass
extraction (Strong et al., 2005; Fedele and Paola, 2007; Duller et al.,
2010; alsoMuto and Steel, 2000; Kim et al., 2006a;Wolinsky, 2009). Be-
tween these scales emergent processes arise andproduce self-organized
patterns of autogenic variability which are poorly understood and
difficult to predict (Werner, 1999, 2003; Murray, 2003; Jerolmack and
Paola, 2010; Kleinhans, 2010). The archetype example of emergent dy-
namics in depositional fluvial landscapes is river avulsion: the process
whereby flow escapes its channel and carves a new path (or reoccupies
an abandoned path) on the adjacent floodplain (Slingerland and Smith,
2004).

Avulsion is a threshold process inherent to channelized depositional
systems where channels aggrade or prograde faster than surrounding
non-channelized regions. Preferential storage of incoming sediment in
localized fluvial landforms, such as alluvial ridges, eventually pushes a
system to a threshold of instability, e.g. as an aggrading channel be-
comes “perched” above the surrounding floodplain. This drives inter-
mittent avulsions that form new channels, redistributing flow and
sediment through the system - a process of episodic storage and release
analogous to how earthquakes store and release strain energy (e.g.
Sammis and Smith, 1999; Sheets et al., 2002; Jerolmack and Paola,
2007; Martin et al., 2009; Reitz et al., 2010).

Like earthquakes, avulsions can have catastrophic consequences
for nearby populations, but are very difficult to predict (e.g. Sinha,
2009; Chakraborty et al., 2010). Avulsion is also an important influ-
ence on stratigraphic architecture in sedimentary basins filled by
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channelized depositional systems (e.g. Allen, 1978; Leeder, 1978;
Mackey and Bridge, 1995). The convolution of avulsion dynamics
with time-varying accommodation and sediment supply determines
the size, shape, and distribution of channel sandstone bodies in allu-
vial basins. These properties are notoriously difficult to predict, but
are critical for developing and managing subsurface reservoirs of hy-
drocarbons, groundwater, or sequestered CO2 (e.g. Koltermann and
Gorelick, 1996; Karssenberg et al., 2001).

The wide range of scales spanned by avulsion processes and prod-
ucts makes understanding avulsions a fundamentally interdisciplin-
ary endeavor. While recent examples of river avulsion can be mined
for data, long recurrence intervals (O[kyr] for large Holocene sand-
bed rivers; Jerolmack and Mohrig, 2007) mean that globally examples
are few. Hence a robust understanding of where these fit within the
full statistical spectrum of avulsive behaviors requires more informa-
tion, which must come from ancient deposits. Similarly, our ability to
interpret process from the stratigraphic record is limited by poor age
control, preservation biases, and technical-logistical challenges in col-
lecting suitable data from outcrops and subsurface deposits. Modeling
is often necessary to bridge these gaps, allowing geoscientists to
predict the products resulting from a known process (e.g. Camporeale
et al., 2005), or to constrain the processes which generated a known
product (e.g. Burgess et al., 2006). The advent of open source
model-data repositories such as the Community Surface Dynamics
Modeling System (CSDMS, Syvitski, 2010, http://csdms.colorado.edu/)
provides an unprecedented opportunity for applying diverse modeling
tools in sedimentary geology.

Simplified processmodels can be used to explore poorly understood
processes and to identify which variables and conditions most strongly
influence a complicated system (e.g. Murray, 2003). In this way, simpli-
fied avulsionmodels are well suited for developing testable hypotheses
that can be evaluatedwith field data, providing common ground for col-
laborations between field-oriented stratigraphers and theory-oriented
modelers. Here we review simplified (cellular and flume-tank) models
of river avulsion and alluvial architecture, with an emphasis on connect-
ing model parameters and results with data from natural systems. We
provide somebackground and context for simplified avulsionmodeling,
reviewmodel process formulations and rules, discuss key outcomes and
outstanding questions from avulsion and alluvial architecture models,
provide examples of quantitative field measurements useful for model
comparisons, and offer suggestions about directions for future work.
For general information on numerical and experimental modeling of
fluvial processes and stratigraphy we refer readers to existing review
papers (Paola, 2000; Coulthard et al., 2007; Bridge, 2008; Paola et al.,
2009; Kleinhans, 2010).

2. Modeling purpose and approaches

Modeling occurs both in response to and as a driver of field and labo-
ratory data collection. In some instances models are created to generate
hypotheses which must then be tested with field data. Other times
models are developed to explain observations. This give-and-take be-
tween theoretical and field geologists is critical and, when effective, can
facilitate important scientific advances. While the relationship between
modeling and observation, process and product, is arguably fairly tight
in fields like civil engineering and geomorphology, it is more distant in
stratigraphic studies. This results in part from our limited understanding
of long-timescale sedimentary dynamics, and is further confounded by
the challenges of obtaining quantitative spatial and temporal data from
the stratigraphic record.

Field stratigraphers and modelers can be further disconnected by
misunderstandings surrounding the purposes and capabilities of var-
ious models, and the limitations and possibilities associated with dif-
ferent types of data. For example simplified models of sedimentary
processes are often criticized for not reproducing the rich detail ob-
servable in the stratigraphic record. However, while models with
more bells and whistles can generate more detailed predictions,
they can also be difficult or impossible to validate; detail can be a
“bug” as well as a “feature”. This is especially true in applied strati-
graphic problems (e.g. outcrop interpretation, reservoir modeling),
where limited data typically precludes a unique solution, and more
details can make a model appear more plausible while actually making
it less probable (e.g. Welsh et al., 2005; Bratvold and Begg, 2008; also
see Tversky and Kahneman, 1983).

A number of different strategies can be employed when modeling
sedimentary systems – all of which have their own advantages and
limitations. While cellular and experimental landscape modeling is a
cottage industry full of specialists, for non-modelers it is helpful to
understand how the various approaches affect strategies to 1) incor-
porate models into field studies and interpretations of field data, 2)
collect data at an analogous or comparable scale to that of a model,
and 3) communicate data and results to modelers.

It has been said that "All models arewrong but some are useful" (Box,
1979) – a sentiment which seems essentially correct. So then how can
field stratigraphers ascertainwhichmodels are useful?Andwhat, exactly,
is a “simplified” model (given that “unsimplified model” is an oxymo-
ron)? To those of a practical bent, discussion of philosophical approaches
to modeling can seem moot, but these issues are inescapable.

2.1. Model goals and strategies

Models of sedimentary systems are used in a wide array of appli-
cations, and within a particular discipline model design tends to re-
flect the “typical problem type”. For example an engineering model
may aim to reproduce specific natural conditions in as much detail
as possible to facilitate precise prediction or design (e.g. for stream
restoration; Soar and Thorne, 2001; Kang et al., 2010), whereas a
basin-filling model may be designed to more broadly explore sedi-
mentary-system response to different forcing scenarios (e.g. Blum
and Törnqvist, 2000; Burgess et al., 2006; Kim et al., 2006a). In geo-
morphic pattern-formation problems, rule-based exploratory models
may help identify the essential smaller-scale processes that drive
emergent system dynamics (Murray, 2003). For energy-industry res-
ervoir problems where the primary goal is probabilistic subsurface
prediction, process-based approaches are commonly abandoned entire-
ly, in favor of structure-imitating geostatistical models (Koltermann
and Gorelick, 1996; although the wisdom of this is debatable, Bridge,
2008).

Independent of application or discipline, issues of scale and emer-
gence arise in all models of sedimentary systems. Self-organization and
emergent structures aremajor themes arising fromprocess-oriented nu-
merical and physical models of sedimentary systems (Werner, 1999;
Murray, 2003; Paola et al., 2009; Kleinhans, 2010). Are emergent entities
such as landforms “real”, or simply reified abstractions? Similarly, issues
of discrete hierarchy vs. continuous (“fractal”) scaling consistently recur
in stratigraphy (e.g. Kelly, 2006; Jerolmack and Sadler, 2007; Schlager,
2010). These deep philosophical questions are interesting, but if “all
models are wrong”, then nothing in our models is “really real”. From a
scientific perspective then, themore pressing question is essentially em-
pirical: How useful is a particular model for increasing our understand-
ing or prediction accuracy?

The hierarchical modeling approach of Werner (1999, 2003) takes
a more pragmatic approach to these issues, based on the empirical
observation that complex systems typically display dynamical asym-
metry, such that the fast dynamics of fine-scale elements (e.g. sand
grains or turbulent eddies) becomes “slaved” to larger-scale more
slowly evolving emergent elements (e.g. bedforms). In simple cases
hierarchical models may be formally derived from “fundamental
equations” via multiscale perturbation (Fowler, 1997), e.g. quasi-
steady approximations of catalytic reaction rates (Segel and Slemrod,
1989) or river hydrodynamics (where flow is slaved to bed morphol-
ogy, Parker, E-book Ch13). However useful hierarchical models can
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also be constructed based on empirically-observed separation of
timescales (Werner, 2003; Murray, 2007; Liang et al., 2009).

The hierarchical approach has most commonly been used for ex-
ploratory models (sensu Murray, 2003), but hierarchical models can
also be used for prediction. Most questions in sedimentary geology
are at scales N1 order of magnitude larger than the scale of individual
events. As computing power increases many of these questions could
in principal be addressed with detailed “full physics” models, but in
practice error accumulation can limit prediction horizons to a few or-
ders of magnitude beyond the scale of model calibration. This holds
for simplified models as well, but the hierarchical approach can be
used to bootstrap across scales, using a sequence of models which
each operate within this prediction horizon. If properly targeted, fit-
for-purpose hierarchical models can even give more accurate predic-
tions than bottom-up models (Werner, 2003; Murray, 2007). Hence
when designing or choosing a model for a particular application, the
desired prediction scale influences which modeling strategies are
most appropriate.

2.2. Sedimentary scales: process and product

In this review we group sedimentary processes and their resultant
products into three relative scales (Table 1). Event Scale includes
modern processes that produce landforms and event beds; examples
include bar formation and growth within a river channel, levee build-
ing, crevassing, splay deposition, and overbank flooding. These pro-
cesses are typically short lived (days to decades) and result from
stochastic environmental forcing (e.g. weather). Studies of event-
scale processes are usually conducted in civil engineering and geo-
morphology disciplines, and typically use fluid flow and topography
data from modern systems or rigorously scaled experiments (or
even full-scale experiments, e.g. Wilcock, 2009).

Architecture Scale processes dictate how landscapes formandevolve.
These processes are often internally generated (autogenic) and domi-
nate over intervals of 103-104 years, timescales overwhich external forc-
ing (e.g. climate, sediment supply/base-level rise rates) may be quasi-
steady. Architecture-scale processes, including meandering, avulsion,
and coupled channel-floodplain-landscape evolution, typically fall
under the purview of geomorphologists and stratigraphers. These pro-
cesses produce reservoir scale features such as channel-belt, multi-
story, and amalgamated sandstones. Field data about architecture-scale
processes typically come from ancient outcrops, hi-res shallow seismic
data, or stratigraphy of extant (Holocene to Pleistocene) systems. Strat-
igraphic morphometrics characterizing architecture-scale data include
intra-channel sand-body architecture and heterogeneities, channel tra-
jectories (Sylvester et al., 2011), and channel-belt sandstone stacking
patterns within fluvial successions.

Over longer timescales (100 kyr – 1 Myr) Basin Scale processes
such as variable allogenic forcing and mass balance (supply vs.
Table 1
Stratigraphic scales and processes.

Strat-
Level

Event Architecture Basin

Timescale 0.1 yr – 10 yr 1 kyr – 10 kyr 100 kyr – Myr

Forcing Stochastic Steady / Autogenic Allogenic
(e.g. Weather) (e.g. Climate) (e.g. Climate C

Process Morphodynamics Landscape evolution Mass balance
Migration of d

Product Event Beds, Sand bodies, Sedimentary S
Landforms Landscape topography

Modeling strategy Fluid dynamics, Simplified / Hierarchical Mass-conserv
Scaled experiments Cellular/Geometric/Hybrid, Diffusive Cellu

Process analogue experiments Subsiding ana

Comparison of sedimentary processes and products at different scales. Timescales and mod
accommodation) become important. Under changing basin boundary
conditions these processes dictate where sediment will be deposited
within a basin, which influences shoreline and channel-system mi-
gration, and the distribution of depositional environments. This is
the scale of sequence stratigraphy and petroleum exploration; conse-
quently, field data for understanding these processes come primarily
from seismic, outcrop, and well datasets that span substantial por-
tions of a basin.

Avulsion is considered architecture scale here, but the term “avul-
sion” has no precisely agreed upon definition in the literature, and
can refer to a wide array of processes operating at different scales.
In any river system there is always a potential for re-localization of
“sheetwash” floodplain flows, resulting in scour, headward incision,
and formation of a quasi-stable avulsive channel. Successful avulsion
requires both reach-scale cross-channel flow potential exceeding a
threshold, and availability of a more favorable downstream path at
landscape-scale (in other words the concept of “gradient advantage”
is necessarily a multiscale phenomenon). In this paper we subdivide
the avulsion process into three phases:

1) Initiation=onset of channelized flow outside the parent channel
(e.g. via crevasse formation)

2) Finding (Flowpath Selection)=distributed flow on the floodplain
adjacent to the parent channel which “tests” alternative flow-
paths, seeking gradient advantage (e.g. Hoyal and Sheets, 2009;
Reitz et al., 2010)

3) Stabilization=flow recollects into a quasi-stable daughter chan-
nel, commonly accompanied by incision

In this context a “failed avulsion” is an avulsion that never reaches
the stabilization phase, and a “progradational avulsion” (Slingerland
and Smith, 2004) is an avulsion with a spatio-temporally extended
finding phase accompanied by significant deposition via an anasto-
mosed floodplain channel network. Processes that produce deposits
and unconformities readily identified in the stratigraphic record are
common in the finding and stabilization phases of avulsion.

2.3. Early alluvial architecture models

Simplified avulsion models have typically been used to address
fundamental questions such as: What factors influence avulsion initi-
ation and flow-path selection? What is the “baseline” autogenic ar-
chitecture of an alluvial basin under constant forcing? How does
alluvial architecture change in response to changing basin boundary
conditions? The pioneering work of Leeder (1978), Allen (1978),
and Bridge and Leeder (1979) (collectively termed "LAB" models by
Bryant et al., 1995) revealed the importance of channel avulsion in
alluvial-basin filling. These exploratory models were used to evaluate
how the interplay of avulsion and subsidence (or basin aggradation)
affect stratigraphic architecture. These models build 2D strike
hange)

(e.g. supply/accommodation),
epositional environments or depositional centers (e.g. progradation, compensation)

equence

ing geometric,
lar,
logue experiments

eling strategies are only suggestive, as in reality there is significant overlap.



Table 2
Survey of simplified avulsion models.

Model Hydrodynamics Morphodynamics

Flow
routing

Flow
dynamics

Water
surface

Sediment transport Overbank Avulsion
initiation

Mass
balance

Sediment storage

Murray–Paola (MP) dispersive steady no bedload ≈process self-org. yes bar , ≈splay
CAESAR dispersive ≈transient ≈ ≈bedload ≈process self-org. yes chan. , overbank
Mackey–Bridge (MB) steepest steady no bedload geometric Sc no none
Jerolmack–Paola (JP) steepest steady no bedload geometric Hc ≈ ch.-belt
Karssenberg–Bridge (KB) dispersive steady no bedload ≈geometric Sc & Hc ≈ ch.-belt
Dalman–Weltje (DW) dispersive steady no ≈bedload geometric ≈ Sc & Hc ≈ ch.-belt
Sun dispersive steady no bedload ≈none Sc & Hc yes ch.-belt
Seybold dispersive ≈steady yes ≈suspended process self-org. yes chan., levee, floodpl.
Delft3D dispersive transient yes bedload+suspended process self-org. yes bar, chan., levee, floodpl.
DIONISOS dispersive steady no bedload not resolved not resolved yes undifferentiated
Non-Cohesive Delta
Exp's (SAFL)

dispersive ≈steady ≈no bedload ≈process self-org. yes bedform, bar, chan., ≈splay

Cohesive Delta Exp's (EM) dispersive ≈steady yes bedload+suspended process self-org. yes chan., bar, levee, floodpl.

Comparison of a representative sample of state of the art simplified avulsionmodels. For full details see original references. Abbreviations following names in Model column are used
in the text to refer to models. Note that for models that do not resolve channels the Flow routing column describes routing within the active channel network, but some models use
different schemes for avulsion routing and/or floodplain flow. The Sediment storage column refers only to landforms included in the model mass balance. Notes column index:
1) Quasi-1D flow routing (3-nbr). Original model purely intra-channel, but dynamic vegetation version has ≈process overbank. 2) Water-surface defined locally so no backwater
effects. Original model pure bedload, but reach-scale version also suspended and can simulate overbank deposition. However simulations to date have not produced leveed channels
ab initio. 3) Quasi-1D flow routing (5-nbr). Incorporates sub-grid channels by tracking high (levee-top) and low (channel-bottom) cell elevations. 4) Overbank deposition geometric,
but floodplain erosion by flow routing. 5) Includes quasi-process rule for dynamic channel-belt widening. 6) Avulsion initiation threshold incorporates sub-grid crevasse stability.
Channels not resolved, but model output can be stochastically populated with sub-grid channels. 7) Suspended transport includes turbulent diffusion in addition to advection by
mean flow. 8) User specified Pr /Δt for sub-grid "random walk" avulsions (Pr=0 gives steepest-descent routing). Channels unresolved, but width effectively Δx for incision.
References column index: (1) Burgess et al., 2006. (2) Coulthard et al., 2002. (3) Dalman andWeltje, 2008. (4) Edmonds and Slingerland, 2008. (5) Edmonds et al., 2009. (6) Edmonds
and Slingerland, 2010. (7) Granjeon and Joseph, 1999. (8) Jerolmack and Mohrig, 2007. (9) Jerolmack and Paola, 2007. (10) Karssenberg and Bridge, 2008. (11) Lesser et al., 2004.
(12)Mackey and Bridge, 1992. (13)Mackey and Bridge, 1995. (14)Martin et al., 2009. (15)Murray and Paola, 1994. (16)Murray and Paola, 2003. (17) Seybold et al., 2009. (18) Sheets
et al., 2002. (19) Sheets et al., 2007. (20) Sømme et al., 2009a. (21) Straub et al., 2009. (22) Sun et al., 2002. (23) Van De Wiel et al., 2007.
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stratigraphy using rules to predict deposition and channel avulsion in
response to a specified subsidence (aggradation) scenario. Avulsion
frequency is either taken as a specified constant (Allen, 1978; Leeder,
1978) or drawn from a distribution (Bridge and Leeder, 1979), and
channels relocate to a new position with the model domain at each
avulsion time step. New channel locations are either chosen random-
ly (Leeder, 1978), randomly with some topographic avoidance of pre-
existing channel locations (Allen, 1978), or defined as the topograph-
ic minimum of the basin cross-section (Bridge and Leeder, 1979).

Despite these subtle differences, each model predicts essentially
the same response: 2D channel density and interconnectedness in a
strike section should be high when subsidence and basin aggradation
rates are low and vice versa. Additionally the Bridge and Leeder
(1979) model predicts that rivers will preferentially occupy areas of
highest subsidence (this is largely a consequence of channels relocat-
ing to the lowest spot in the basin during each avulsion). The ideas
developed with these models led to other conceptual models about
how base level might control alluvial architecture (e.g. Shanley and
McCabe, 1993; Wright and Marriott, 1993; Shanley and McCabe,
1994; Marriott, 1999) and have been used to correlate outcrop and
subsurface data (e.g. Rogers, 1998; Leleu et al., 2009).

Importantly, thesemodels yielded testable hypotheseswhich enabled
field and laboratory studies to incorporate and build on their results.
Quantitative measures such as number of channel-belt sandstones,
area-density of sandstone, and interconnectedness of sandstone bodies
could be used to compare stratigraphy in different basins to test
the hypotheses (e.g. Sheets et al., 2002; Strong et al., 2005). In some ba-
sins these hypotheses seemed to hold, but in others the opposite effect
was noted (e.g. Willis, 1993; Törnqvist, 1994). This is not surprising
considering how simply avulsion processes were represented in the
original LAB models. These models treated avulsion frequency as an
independent variable and assumed that with each avulsion, a channel
relocates to a new cross-stream position everywhere downstream of
the avulsion location (e.g. “nodal” or “random” avulsions of Leeder,
1978), and did not attempt to model avulsion initiation or account for
partial or failed avulsions.
Later advances from field studies and physical experiments sug-
gested that sedimentation rates control avulsion frequency (Ashmore,
1991; Törnqvist, 1994; Bryant et al., 1995). Heller and Paola (1996)
added sedimentation-rate-dependent avulsion frequency to a model
similar to the Leeder, 1978 model, and also explored how avulsion
type might affect alluvial architecture. Heller and Paola considered
the nodal and random avulsions of Leeder (1978) to be “regional”,
and proposed that avulsions can also be “local”, rejoining the parent
channel some distance downstream of the avulsion location. (Note
that we will use Heller and Paola's definitions of regional and
local throughout this review.) Their study highlighted the potential
influence of flow routing and sediment dynamics on avulsion and
alluvial basin filling, effects which cellular models are well suited
to exploring.

Early models focused primarily on understanding how alluvial archi-
tecture responds to changing basin boundary conditions in a generic flu-
vial system. Recently it has become clear that autogenic dynamics in
sedimentary systems occur over much longer timescales than previously
presumed, and can produce stratigraphic patterns rivaling those generat-
ed by changes in sea level or tectonics (Kim et al., 2006b; Kim and Paola,
2007; Sheets et al., 2007; Van de Wiel and Couthard, 2010; Hajek et al.,
2010; Jerolmack and Paola, 2010).Moreover, the details of howboundary
conditions influence autogenic dynamics is unknown, and variations in
avulsion sub-phase (initiation, finding, stabilization) behavior under dif-
ferent basin-scale forcing regimes may be an important factor in the di-
versity of alluvial architecture observed in different systems. For these
reasons, recent models have focused on incorporating more realistic pro-
cess formulations in order to better understand complexities associated
with avulsion dynamics over the full range of variability observed in nat-
ural systems.

3. Comparing simplified avulsion models: Event-scale formulations

Investigating sediment routing and river avulsion across alluvial
landscapes requiresmodels that keep track of evolving sedimentary en-
vironments (e.g. channel vs. floodplain) and topography over spatial



Channels Stratigraphic scale Systems Notes References

Resolved Confinement Width Short Long

yes erosional self-org. Event Architecture fluvial (≈coarse) 1 15 16
yes ≈erosional self-org. Event Architecture fluvial-fan 2 2 23
no sub-grid channel specified Architecture fluvial 12 13
no sub-grid ch.-belt fixed τ⁎ Architecture fluvial 3 9
no sub-grid channel empirical hyd.-geom. (B~SaQw

b ) Architecture Basin fluvial 4 5 10
≈no sub-grid ch.-belt Architecture Basin fluvial-deltaic 5 6 3
no sub-grid ch.-belt fixed τ⁎ Architecture Basin fluvial-deltaic 22
yes constructional self-org. Architecture cohesive deltas 17
yes constructional self-org. Event Architecture fluvial-deltaic (≈cohesive) 7 4 6 11
no erosional not resolved Basin Geodynamic fluvial-deltaic 8 1 7 20
yes erosional self-org. Event Basin fan-deltas (coarse) 8 18 19 21

yes constructional self-org. Event Basin cohesive deltas (muddy) 5 14
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domains of O[102] channelwidths. Basin stratigraphy and alluvial archi-
tecture can be studiedwithmodels that record this evolution over time-
scales of O[103] events (e.g. floods). Regardless of specific model goals
or details, simplified avulsion models have a few common properties
since allmodelers face the samedecisions of how to represent processes
of flow routing, sediment transport and deposition, and avulsion (via
cellular rules or experimental protocols), and of how to represent the
resulting depositional products, including landforms and architectural
elements.

First, flowsmust be routed through 3D terrain. Then sediment depo-
sition and erosion must be defined at each timestep, i.e. via morphody-
namic flux laws, geometric rules, or hybrid approaches (Wolinsky,
2009). Many models also include avulsion rules, for example allowing
channels to relocate only when some deterministic or stochastic
threshold is met. Initial and boundary conditions (e.g. sediment sup-
ply and accommodation) are also required to determine a unique
model prediction (or quasi-stationary mean for stochastic models).
Simplified models formulate these processes in different ways, and
Table 3
Symbols.

Symbol Variable Units

x planview position m
t time s
η bed elevation m
h sediment thickness m
Sediment
d bed-material grain size m
R submerged specific gravity 1
Hydrodynamics
qw water flux m2/s

Normal flow Qw bankfull discharge m3/s
U depth-averaged velocity m/s
B channel width m
H flow depth m
τ shear stress (kinematic) (m/s)2

S bed slope 1
Cd drag coefficient 1
g gravitational acceleration m/s2

Backwater Fr Froude number 1
ηw water-surface elevation m
Sw water-surface slope 1
Kw hydraulic conductivity (diffusive-wave) m/s
Mass balance
ΔQ flux difference m3/s
c0 deposit concenration (1 - porosity) 1
f sediment capture ratio 1
P precipitation (runoff) m/s
A drainage area m2

Overview of variables used in the text, including symbol, description, and MKS units (1=dim
the text where they are introduced. Note that “x” is a generic planview coordinate, and can
when evaluating a model's suitability for field-validation studies or
hypothesis generation, it is worth considering how these parameter-
izations may impact data requirements and/or results. Table 2
compares a representative sample of simplified avulsion models,
along with a cellular landscape model that doesn't specifically resolve
avulsions (DIONISOS), and a “full-physics” hydrodynamic model
(Delft3D).

We emphasize that none of these approaches is inherently better
than any other; what matters is whether the chosen method captures
the essential processes needed to address the particular question.
Hence as we compare model formulations, we will do so in the con-
text of event-scale processes and observations in natural systems, il-
lustrating with data from modern systems where appropriate. For
the sake of brevity, we focus on first-order similarities and differences
between models, referring readers to the original references (see
Table 2) for full details. Where appropriate we will summarize natu-
ral andmodel processes with simplified equations, using the variables
in Table 3.
Symbol Variable Units

Sediment transport
qs sediment flux m2/s
Qs sediment load m3/s
τ⁎ Shields stress 1 Bed
Ks diffusive transport coefficient 1
κs fluvial diffusivity m2/s
C depth-averaged concentration 1 Suspended
cb near-bed concentration 1
ws settling velocity m/s
uc entrainment threshold m/s
e entrainment coefficient 1
κ eddy diffusivity (depth-averaged) m2/s
Reference scales
Δx cell size m Cellular
ΔA cell area m2

ℓ link length m
Lw backwater length m Process
Ls settling length m
Ld diffusion length m
λ overbank decay length m
Bcb channel-belt width m
T avulsion period s
L length m Landform
B width m
H thickness m
V volume m3

T response time s

ensionless). Variables are grouped into categories roughly corresponding to sections of
be in either the downstream or cross-stream direction, as determined by context.



Fig. 1. Hydrodynamics concepts. Schematic diagrams illustrating key hydrodynamics concepts and variables. A) Normal flow. B) Cellular flow routing approaches. C) Backwater and
low-Froude flows. In steep upland rivers the water surface typically parallels the bed, but in gently-sloping lowland rivers the water surface commonly diverges from the surface
topography (left). In the backwater transition zone the influence of base level is felt upstream (right).
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3.1. Hydrodynamics

Hydrodynamics, the physics of flowing water and the forces which
drive it, influences fluvial geomorphology and stratigraphy primarily
via two mechanisms: flow routing (which determines landscape chan-
nel paths and network geometry), and turbulent shear stress (which
determines local sediment transport). The fundamental physics of tur-
bulent fluid flow is governed by the Navier–Stokes equations,
but while technological advances have recently made some bed-to-
reach scale problems amenable to direct numerical simulations
(Kang et al., 2010) or field-scale experiments (Wilcock, 2009), almost
all fluvial hydrodynamics models are “simplified” in various ways.
This is true of all models in Table 2, and will likely be the case for the
foreseeable future (certainly for models at landscape/architecture
scale).

3.1.1. Reach hydrodynamics: Normal flow
At its simplest, river hydrodynamics can be treated as approxi-

mately steady in time and uniform in space, which is often sufficient
for geologic applications. The resulting “normal flow” equations give
relationships between flow and geometry variables at reach-scale
(Fig. 1A). For a shallow water flow we have

qw ¼ UH ð1Þ

where qw=water flux (m2/s), H=flow depth (m), and U=depth-
averaged downstream velocity (m/s). When integrated over the
channel cross-section this gives

Qw ¼ Bqw ð2Þ

where Qw=bankfull discharge (m3/s) and B=bankfull width (m).
For normal flow the fluid momentum balance reduces to

τ ¼ gHS ð3Þ

where τ=kinematic shear stress (= stress / fluid density; (m/s)2 ),
S=slope (along flowpath; m/m ), and g=gravitational acceleration
(≈9.8 m/s2). In turbulent shallow-water flows stress is related to ve-
locity by

τ ¼ CdU
2 ð4Þ

where the drag coefficient Cd is dimensionless.

3.1.2. Topographic routing of channelized flows
Normal flow applies to a single river reach (or model cell), but

flow routing determines the distribution of water and flow at land-
scape scale. For simplicity we specified the normal flow Eqs. (1)–(4)
in scalar form, but flow shear stress τ, flux qw, and discharge Qw are
actually vectors aligned with the downstream velocity U. In the case
of normal flow, velocity is oriented in the direction of the bed slope
S, i.e. water flows downhill. Hence many cellular avulsion models
base flow routing on topography, using either steepest descent or dis-
persive approaches (Fig. 1B).
Both approaches compute the downstream slope between a cell and
each of its 8-neighbors, S ¼ max zcell−znbrð Þ=ℓ;0f g, where ℓ ¼ Δx for
4-neighbors and

ffiffiffi
2

p
Δx for diagonal neighbors. In the steepest descent

method all discharge in a cell flows to the neighbor with maximum
slope, such that flow entering at the upstream inflow point is routed
through a one-cell wide path extending across the entire model domain.
Hence in steepest-descent avulsion models at any time there is a single
active channel with spatially constant discharge (e.g. Mackey and Bridge,
1995; Jerolmack and Paola, 2007). Modeling anastomosed or distributary
channel systems therefore requires a dispersive flow routing approach.
Dispersive routingwas first developed tomodel sheetflowon upland hill-
slopes (Freeman, 1991) and multi-thread flow in braided river channels
(Murray and Paola, 1994), but it has since been used in a variety of simpli-
fied avulsion models, where it allows anastomosed (Fig. 2A) and distrib-
utary (Fig. 2B) channel networks to develop.

Dispersive routing techniques vary in the details of how flow is
distributed among downstream neighbors, but all enforce flow conti-
nuity, i.e. conservation of water. Issues of mass balance will arise
throughout this review in many different forms, but in all cases a
quantitative statement of mass balance requires two things: a well-
defined control volume (a map-view polygon in the case of surface
fluxes), and the flux difference (a.k.a. net flux divergence) across it

ΔQ ¼ Q out−Q in ð5Þ

For cellular flow routing we have

ΔQ w=ΔA ¼ P ð6aÞ

where ΔA is the planview area of a single-cell control volume, and P is
precipitation (net runoff). Precipitation is commonly ignored in archi-
tecture-scale models (both cellular and experimental), but can be im-
portant in hydrological applications (e.g. CAESAR, Coulthard et al.,
2002) or basin-scale models (e.g. DIONISOS, Granjeon and Joseph,
1999).

Partitioning of flow is accounted for in the flux difference

ΔQw ¼ ∑
nbrs

Qw; iout i½ � ð6bÞ

where for a particular cell the vector out[i] is defined over its neigh-
bors (nbrs), taking values of 1 for effluxes, −1 for influxes, and
0 for unconnected (e.g. upslope) neighbors. The method of assign-
ment varies between models, and depends on grid topology (e.g. 4
vs. 8 neighborhood on a rectangular grid) and routing scheme (e.g.
quasi-1D vs. 2D dispersive, Fig. 2).

For topographic-based dispersive routing, flow is partitioned
among downstream neighbors based on slope

Qw; i∝Smi ð6cÞ

where the exponentm (N0) is constant for a givenmodel. Manymodels
use m=1/2 (Murray and Paola, 1994; Sun et al., 2002; Murray and
Paola, 2003; Karssenberg and Bridge, 2008), based on the normal flow
Eqs. (1)–(4), which imply qw∝

ffiffiffi
S

p
. However other models use m≈1



Dispersive 8-nbrQuasi-1D Dispersive
t = 110 t = 140 t = 170

TopographyDischargeA B

Fig. 2. Topographic Flow Routing. Examples of flow routing based on topography. A) The Murray and Paola (2003) channel-resolving cellular model of bedload-dominated vege-
tated streams uses a quasi-1D approach, only routing flow to cells in the next row. Red arrows show self-organized avulsions. B) The Karssenberg and Bridge (2008) channel-belt
model of lowland rivers uses an isotropic approach, routing flow to all adjacent cells with a lower elevation (note horizontal and upward-sloping sections in flowpaths, vs. panel A).
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(Coulthard et al., 2002; Dalman andWeltje, 2008), whichmay be more
accurate for divergent sheetflow (Freeman, 1991).

We note that (6) captures the essence of topography-driven flow
routing in simplified avulsion models, but also glosses over subtle dif-
ferences between models. In particular, CAESAR (Coulthard et al.,
2002, 2007; Van De Wiel, 2007) uses a hydrology-oriented approach
which can offer greater flexibility (at the cost of increased computation-
al expense). Similarly, flow routing dynamics observed in noncohesive
delta experiments (e.g. Sheets et al., 2002, 2007; also see NCED, DB03,
XES99) is largely comparable to that seen in topography-based chan-
nel-resolving cellular models (e.g. Murray and Paola, 1994). However,
while normal flow and purely topographic flow routing are commonly
sufficient, other hydrodynamic processes can significantly affect avul-
sion and alluvial architecture, and may need to be considered as well.

3.1.3. Backwater Effects: Routing low-Fr Channel and Overbank Flows
As in any physical system, flowing water must obey Newton's 2nd

Law: F=ma. Under conditions of steady uniform flow this reduces to
the normal-flow momentum balance (3), but for general shallow
water flows we have

H
dU
dt|{z}

net momentum

¼ gHSw
pressureþgravity

− τ
bottom drag

ð7aÞ

Physically this means that imbalances between slope and shear
stress are associated with convective acceleration

dU
dt

¼ ∂U
∂t

transient

þ U
∂U
∂x

advective

ð7bÞ

Furthermore, in non-uniform flows, downstream changes in flow
depth are no longer negligible, and the water-surface slope

Sw ¼ −∂ηw
∂x ; ηw ¼ ηþ H ð7c;dÞ

can differ significantly from the topographic slope (Fig. 1C).
The most sophisticated architecture-scale models, such as Delft3D

(Lesser et al., 2004) use the full shallow water Eq. (7). Inclusion of
convective acceleration effects allows these models to simulate phe-
nomenon such as quasi-steady jets (e.g. Fig. 3A) or transient flood
waves. However full shallow-water models, especially transient sim-
ulations, are much more computationally intensive than cellular ap-
proaches. Computer power is increasing rapidly, and shallow-water
models have already been extended to architecture-scale simulations
on millennial timescales (van der Wegen et al., 2008). However shal-
low-water models are also quite useful for constraining detailed avul-
sion mechanics (e.g. Edmonds and Slingerland, 2008, 2010), and in
the near-term they are likely to be most effective as part of an inte-
grated hierarchical modeling strategy.

Under conditions of steady flow and negligible runoff, (7a) re-
duces to the backwater equation

1−Fr2
� � ∂H

∂x ¼ S−CdFr
2 ð8aÞ

where the dimensionless Froude number

Fr ¼ U=
ffiffiffiffiffiffi
gH

p
ð8bÞ

is a critical parameter which determines whether or not downstream
boundary conditions such as base level can influence upstream hy-
drodynamics (Parker, E-book Ch5).

Combining (8) with observations frommodern rivers (Fig. 4A) sug-
gests that channelized flows largely separate into two end-members.
In steep gravel-bed rivers Fr2=O[1], and (8a) reduces to normal flow,
with τ≈gHS and H≈const. On the other hand, in low-slope sand-bed
rivers Fr2bb 1, and (8a) reduces to τ≈gHSw, with Sw≠S in general.
The difference between these end-members can be seen in the charac-
teristic backwater curve that occurs where normal flow enters standing
water (Fig. 1C).

Far upstream we have Fr2≈1, Sw≈S, and normal flow with depth
H determined by local topography and the upstream discharge
boundary condition. Far downstream we have Fr2≈Sw≈0, with
water-surface elevation ηw determined by the downstream base
level boundary condition. In between is a transition zone, with
Fr2≪1 and Sw≪S, where the flow “feels” the influence of both up-
stream discharge and downstream base level. The width of this tran-
sition zone scales with the backwater length (Fig. 1C)

Lw ¼ H=S ð9Þ

image of Fig.�2


Fig. 3. Hydrodynamic flow routing. Examples of flow routing incorporating hydrodynamic effects. A) Formation of river-mouth jets in this Delft3D simulation illustrates advection
of momentum (and also turbulent diffusion of momentum between the jet and basin waters). B) The model of Seybold et al. (2009) includes an explicit water surface, allowing
simulation of overbank flows and self-organized levees.
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which is defined in terms of the upstream “normal flow” depth and
slope.

For channelized flows the backwater curve of Fig. 1C might repre-
sent a sand-bed river entering the sea, e.g. a large coastal delta, where
Lw may determine the nodal avulsion point (and hence the delta
length; Jerolmack and Swenson, 2007). However water-surface ef-
fects are ubiquitous in overbank flows, which are initiated when the
water surface slopes away from the channel (even though the banks
may slope toward the channel). In this context Fig. 1C might repre-
sent flood flow between levee crest and inundated floodplain,
where Lw may influence crevasse initiation and stability (by modulat-
ing cross-channel Sw and hence shear stress; Aalto et al., 2003).

Models based on the shallow water equations (e.g. Delft3D) are of
course able to properly handle low-Fr flows, but only at significant
computational expense. However under low-Fr conditions the shal-
low water equations reduce to the diffusive wave equation (e.g. Lal,
2008)

∂H
∂t ¼ −∂qw

∂x ð10aÞ

qw ¼ KwHSw ð10bÞ

Kw ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g=Cdð ÞH=Sw

p
ð10cÞ

which provides a more efficient alternative for landscape-scale appli-
cations. Surprisingly, while diffusive-wave flow routing is relatively
common in large-scale engineering applications (e.g. Lal et al.,
2005), it has received almost no attention in the context of simplified
avulsion modeling. The cellular model of Seybold et al. (2009) is a
notable exception, and uses a quasi-steady cellular approximation
of (10) with constant hydraulic conductivity Kw to model large
low-slope deltas such as the Mississippi (Fig. 3B).

Also worth mentioning are recent cohesive-delta experiments
(Edmonds et al., 2009; Hoyal and Sheets, 2009) which manifest con-
current strongly channelized and diffuse overbank flows, and are able
to capture many effects of water-surface variations on flow routing
(see also Martin et al., 2009 andWolinsky et al., 2010a supplementary
movie). These experiments are unable to capture strong backwater
effects though, due to high-Fr flows (which are largely unavoidable
in experiments, Paola et al., 2009; see also Fig. 4A). However the rel-
ative importance of backwater effects for avulsion and alluvial archi-
tecture is still unknown, and remains an open research question.

3.2. Morphodynamics

While topography strongly influences hydrodynamics, flow in
turn sculpts topography, driving sediment transport, erosion, and de-
position. Hence morphodynamics, the coevolution of flow hydrody-
namics and surface morphology, is an integral component of
essentially all fluvial processes (Parker, E-book; Paola et al., 2009;
Kleinhans, 2010). Simplified avulsion and alluvial architecture models
represent morphodynamics with a variety of approaches, from rela-
tively detailed models that explicitly simulate continuous topograph-
ic evolution via sediment exchange between bed and flow, to
relatively coarse models that simulate only aggregate deposition
and topographic change over an entire avulsion cycle. Morphody-
namic feedbacks occur over a wide range of scales, including local
processes of sediment transport and bed change “at a point” during
a single flow event, and self-organization of landforms associated
with coherent patterns of flow and deposition persisting over the
course of many events (Werner, 1999; Kleinhans, 2010).

For example influvial landscapes, channels regulatemany aspects of
system dynamics and morphology. While channels are the most con-
spicuous fluvial landform, even casual observation of fluvial landscapes
reveals an interconnected suite of landforms, including intra-channel
bedforms and bars, channel-fringing levees, crevasse splays, channel
belts, and alluvial ridges, and landscape-scale alluvial plains and incised
valleys. Moreover, while these are modern surface features, ancient flu-
vial deposits primarily consist of architectural elements which are es-
sentially landform homologues (albeit establishing unequivocal
correspondences can be difficult or impossible). Hence landforms are
an ideal target for both modeling and data collection, providing com-
mon ground for calibration and validation. Consequently, our discus-
sion of model morphodynamics will naturally incorporate connections
to the resulting landforms and their morphology.
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Fig. 4. Reach-scale fluvial morphodynamics. Illustration of reach-scale morphodynamics using a composite database of modern alluvial rivers and flume experiments. All variables
show significant variation with bed-material grain size, with a striking separation between gravel- and sand-bed alluvial rivers. Process-analogue experiments are generally sand-
bed, but at reach scale they show many similarities to gravel-bed systems, as they are aimed at reproducing architecture-scale phenomenon and so are not fully scaled (in contrast
to engineering scale-model “prototype” experiments). A) Dimensionless slope S and Froude number Fr both increase significantly as bed-material coarsens from sand to gravel. B)
Dimensionless Shields stress τ⁎ varies by an order of magnitude between sand- and gravel-bed streams. C) Depth-averaged downstream velocity U in gravel- and sand-bed rivers
typically falls near the threshold for transport of bed-material as bedload (Brownlie, 1981) and suspended load (Ferguson and Church, 2004), respectively, reflecting morphody-
namic self-organization of reach hydraulic geometry. (Data taken from Brownlie, 1981; Church and Rood, 1983; Soar and Thorne, 2001; Parker, E-book; Jerolmack and Mohrig,
2007; Straub et al., 2009; Edmonds et al., 2009).
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3.2.1. Channel-resolving vs. channel-belt models
A fundamental distinction among cellular avulsion models is how

the grid resolution Δx compares to the width of channels B and chan-
nel belts Bcb. In channel-resolving models ΔxbB, allowing intra-chan-
nel and channel-forming processes to be modeled explicitly (MP,
CAESAR, Seybold, Delft3D). On the other hand, channel-belt models
assume ΔxNBcb, and only attempt to model the aggregate effects of
channel and channel-belt processes occurring within a cell (Sun, JP,
DW). A few intermediate-resolution channel-belt models assume
BbΔxbBcb, attempting to resolve channel belts while still treating in-
dividual channels as sub-grid (MB,KB).

Channel-resolving models apply flow-routing rules such as (6b) to
all cells, and patterns of dry vs. sheetflow vs. channelized flow emerge
via self-organization. In contrast, channel-belt models only distribute
flow among the “active channel network”, a subset of cells that is ini-
tially specified and thereafter evolves according to avulsion rules
(discussed in Section 3.2.5). These models assume each active cell
contains a single channel belt, but basin-scalemodels such as DIONISOS
assume Δx NNBcb, and resolve neither channel belts nor avulsions. Like
channel-resolving models, DIONISOS applies dispersive flow routing to
all cells, but here as a heuristic averaging over many channel-belts per
cell, and many avulsions per timestep.

In natural systems, and in channel-resolving models (including
experiments), an additional distinction arises from the mechanism
by which channelized flows are confined. In coarse grained bedload-
dominated systems, channels are purely erosional features, confined
due to incision (e.g. gravel alluvial fans; SAFL and MP models in
Table 2; Fig. 2A). However in systems with significant suspended
load, while channels may begin as erosional features, overbank depo-
sition builds levees which provide constructional confinement for at
least the upper portions of bankfull flows (e.g. most lowland rivers;
Delft3D, Seybold, and EM models in Table 2; Fig. 3).

In comparing simplified avulsion models, it is useful to consider
what factors set the width of channels and channel-belts, in both

image of Fig.�4
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natural systems and models. For a reach with given discharge and
slope, we can combine the normal flow Eqs. (1)–(4) to yield

τ3=2B ¼ g
ffiffiffiffiffi
Cd

p� �
QwS ð11Þ

In the case of a flume, where width B is fixed and known, (11) sets
the shear stress τ. In natural alluvial channels B is not fixed, but self
organizes in response to discharge, slope, and shear stress. However,
observations from modern alluvial rivers show that for a given bed,
with characteristic grain size d, the dimensionless Shields stress

τ� ¼ τ=Rgd ð12Þ

is relatively fixed, with τ⁎≈0.04 for gravel-bed channels and τ⁎≈1.0
for sand-bed channels (e.g. Fig. 4B, where d=bed-material d50; see
also Paola, 2000; Parker, E-book Ch3). Hence for natural alluvial chan-
nels τ is fixed and known (for given d), and (11) sets the width B as a
function of discharge Qw and slope S.

While channel-belt models do not resolve channels, they must
still estimate B in order to compute sediment transport in sub-grid
channels. Some models directly use (11) with constant τ⁎ (e.g.
Sun, JP), while others use qualitatively similar empirical power-
laws B∝Qw

a Sb (e.g. KB, DW). The processes that set channel width
in channel-resolving models are understood only qualitatively, but
simplified models consistently point to bank strength (possibly dy-
namically varying) as a critical factor, with stronger banks resulting in
narrower channels (e.g. cohesive vs. non-cohesive process-analogue
experiments, Hoyal and Sheets, 2009; vegetated vs. non-vegetated
experiments and cellular models, Tal and Paola, 2007; Murray
and Paola, 2003). However a mechanistic quantitative theory of
channel width has been elusive even in event-scale modeling (e.g.
van der Wegen et al., 2008; ASCE Task Committee on Hydraulics,
Bank Mechanics, and Modeling of River Width Adjustment,
1998a, 1998b).

For channel belts, whilemorphometric analysis ofmodern rivers has
yielded some empirical constraints on width (Bridge and Tye, 2000),
process-based understanding is generally lacking. Channel-resolving
cellular models incorporating lateral erosion could potentially give
Fig. 5. Event-scale processes and landforms – Channel belts. Prediction of channel-belt widt
tion history in a meandering simulation using the simplified process-based model of Camp
simulations collapse onto a single curve when normalized by the hydrodynamic length sc
well-defined belt (dashed lines contain 90% of channel paths). C) Predictions of channel-belt
capturing the “oxbow fringe” (see Camporeale et al., 2005 for more validation examples). D)
database using Bcb=50 D0.
insight into controls on channel-belt width (e.g. Murray and Paola,
2003; Coulthard et al., 2007), but this has not been investigated to
date. However in the particular case of unconfined meander belts,
Camporeale et al. (2005) obtained relatively tight constraints on Bcb
using quasi-1D simplified models (Fig. 5). They showed that for an
initially straight channel, sinuosity and channel-belt width grow
over short timescales, but are limited by cutoffs over long timescales,
eventually reaching a statistical steady state. Camporeale et al. (2005)
argued from theoretical considerations that the equilibrium Bcb scales
with the hydrodynamic lengthscale H/Cd (as do meander wavelength
and radius of curvature), and showed that this gives excellent predic-
tions in natural examples (e.g. Fig. 5, where Bcb corresponds to the
“saturated oxbow fringe”). Their transient results also provide some
support for heuristic Bcb growth rules that give an exponential approach
to equilibrium, such as used in the KB and DW models. However we
note that variability in bank erodibility, e.g. due to lateral confinement
(Howard, 1996; Nicoll and Hickin, 2010) or substrate heterogeneity
(Sun et al., 1996; Gouw and Berendsen, 2007), can significantly affect
channel-belt width.

3.2.2. Sediment mass balance
Conservation of water determines accumulation of runoff (6a) and

constrains flow partitioning (6b), but it is conservation of sediment
which directly drives surface evolution, through changes in bed sedi-
ment thickness h. Quantitative statements of sediment mass balance
between flow and bed, commonly referred to as Exner equations,
are expressed in different ways depending on the application (Paola
and Voller, 2005; Parker, E-book Ch4, Wolinsky, 2009). For cellular
models the Exner equation takes the form

c0
Δh
Δt

¼ −ΔQs

ΔA
ð13Þ

where c0 is bed sediment concentration, Qs is the (volumetric) sedi-
ment load carried by the flow, and the sediment flux difference ΔQs

is defined analogously to ΔQw (6b). Note that it is gradients in trans-
port that drive aggradation / degradation rather than transport itself,
e.g. a graded river with constant Qs will have no net deposition or
h in unconfined meandering rivers (after Camporeale et al., 2005). A) Channel occupa-
oreale et al. (2005). B) Distributions of lateral channel position y over a wide range of
ale D0=H/Cd. Over long timescales cutoff dynamics constrains the channel to a fairly
width using the 90% confidence interval, Bcb≈50 D0 , work very well on modern rivers,
Predicted distribution of relative channel-belt width, Bcb / B, based on the alluvial reach



Fig. 6. Event-scale processes and landforms –Muddy overbank deposition. Lengthscale
λ of exponential decay of muddy overbank deposition rates r. A) Deposition profiles r[x]
based on λ values measured over modern (red) and Holocene (black) timescales. B) Esti-
mateddistribution of relative decay scale λ/B inmodern rivers based on the settling length
Ls=qw/ws, using water flux qw from the alluvial reach database and settling velocity ws

corresponding to silt. (The reach database has only d50, but predictions based on Ls[silt]
agree well with average measured λ values; vertical lines in panel A).
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erosion. Experimental models also conserve sediment mass, and can
be analyzed with continuous analogues of (13) (e.g. Kim et al.,
2006a).

Sediment discharge Qs is the integral of sediment flux qs across the
flowwidth, Qs=Bqs. In channel-resolving modelsB=Δx, the cell size,
while in models with sub-grid channels B=B, the channel width.
(Note that throughout this paper we will use sans-serif nonitalic let-
ters to indicate generic dimensions such asB, which can vary depend-
ing on context.)

In morphodynamic systems flow Qw drives sediment transport Qs.
Process-based formulations of bed evolution use morphodynamic
flux laws to relate local flow and transport (Sections 3.2.3 and
3.2.4), and compute deposition Δh at a point using the Exner
Eq. (13) directly (Wolinsky, 2009). Alternatively, geometric formula-
tions of bed evolution specify Δh directly, with rules that describe a
spatially extended deposit (e.g. overbank deposition exponentially
decaying away from the channel; Mackey and Bridge, 1995). Pro-
cess-based formulations necessarily conserve mass, but geometric for-
mulations need not (although they can, if based on the Exner equation;
Wolinsky, 2009).

In channel-resolving experimental and cellular models process-
based deposition (or erosion) occurs everywhere, so these models con-
serve mass (Table 2; this is also true for DIONISOS). Most channel-belt
models only compute Qs and apply (13) in “active” cells, using
geometric rules for overbank deposition away from channels, and
hence only approximately conserve mass (Table 2). Two exceptions
are MB, which is purely geometric (hence not mass conserving),
and Sun, which includes only channel-belt deposition (so conserves
mass).

3.2.3. Channelized sediment transport
Net sediment load Qs consists of a range of grain sizes, where each

size can move in one of two transport modes. Bedload moves in fre-
quent contact with the bed (e.g. via rolling or saltation), while sus-
pended load is carried by the flow. For a given grain size d,
transport mode is determined by relative magnitudes of flow velocity
U, bedload-entrainment velocity (given by the Shields curve), and
sediment settling velocity ws (Fig. 4C; Parker, E-book). Observations
of modern rivers show that gravel-bed channels cluster around the
bedload threshold (relative to bed-material d50), while sand-bed
channels cluster around the suspension threshold (Fig. 4C). Hence
in sand-bed rivers the total bed-material load typically includes
both bedload and suspended fractions, while in gravel-bed rivers
bed-material load is entirely bedload.

Event-scale models for bed-material load are usually flux laws
qs= f[τ] that relate flow strength to carrying capacity, where qs is ei-
ther bedload (gravel-bed rivers; Parker, E-book Ch7) or total bed-ma-
terial load (sand-bed rivers; Parker, E-book Ch12). Engineering
models commonly use flux laws directly (at least for bedload, e.g.
Delft3D,CAESAR), but avulsion models typically use simplified formu-
lations based on sub-grid hydraulic geometry (in Table 2 DW is the
only exception). For example, combining (11) with the definition
Qs=Bqs gives the well-known “alluvial diffusion” transport law (e.g.
Paola, 2000)

Qs ¼ KsQwS ð14aÞ

Ks ¼ g
ffiffiffiffiffi
Cd

p� �
qs=τ

3=2 ð14bÞ

In alluvial rivers shear stress τ is approximately a function of bed-
material d50 (as outlined in Section 3.2.1), and hence so is bed-mate-
rial flux, qs= f[τ]. Consequently, for a given river the diffusive
transport coefficient is approximately constant, with Ks≈0.07 for
gravel-bed channels and Ks≈0.6 for sand-bed channels (for details
see Marr et al., 2000). Many simplified avulsion models use (14a) to
model bed-material transport (Sun, JP, KB), although qualitatively
similar empirical power-laws Q s∝Qw

a Sb are also common (MP, DIO-
NISOS). Noncohesive experiments are typically bedload dominated
(e.g. SAFL; Fig. 4C), and exhibit bed-scale behavior broadly similar
to that of channel-resolving noncohesive bedload-dominated cellular
models (e.g. MP non-vegetated).

In a river with depth-averaged suspended-sediment concentra-
tion C, advection of suspended sediment by the mean flow produces
a sediment flux qs=Cqw. Suspended-load models track changes in C
due to entrainment of bed sediment into suspension and settling of
suspended sediment onto the bed. Downstream changes in C are com-
monly summarized by the suspended-sediment conservation equation

∂qs
∂x ¼ ws e−cbð Þ ð15Þ

where cb is the bed-sediment concentration, and e is a dimensionless
sediment-entrainment coefficient (e.g. Parker, E-book Ch10+21). In
net depositional or bypassing flows typically cb≈O[C] but more con-
centrated (e.g. Parker, E-book Ch21), while for net-erosional flows typ-
ically cb≈c0 NNC (e.g. Sanford and Maa, 2001).

Models for entrainment of sediment into suspension are essential-
ly of the form e= f[U/uc], where uc is a sediment-dependent critical
entrainment velocity (Garcia and Parker, 1991; for noncohesive sedi-
ment uc≈ws). Physically, e gives the equilibrium concentration, cb,eq,
eventually achieved by a steady uniform flow over a homogeneous
bed (after which qs remains constant at qs,eq≈eqw). For channelized
sand transport, the “pickup length” overwhich this equilibrium is reached
is typically negligible, so (15) can be approximated by a carrying-capacity
flux law qs= f[τ] (Parker, E-book Ch 21).

Suspended mud transport differs from sand transport in two
ways: slow settling rates ws ensure lag effects are never negligible,
while cohesion effects result in entrainment thresholds uc≫ws (e.g.
Sanford and Maa, 2001). Recent modeling studies show that these
two effects can significantly impact fluvial morphodynamics, avulsion,
and stratigraphy (Hoyal and Sheets, 2009; Edmonds and Slingerland,
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2010; EM/Delft3D models in Table 2). The cellular model of Seybold et
al. (2009) essentially incorporates these effects via the heuristic trans-
port rule

∂qs
∂x ¼ α qw−qcð Þ ð16Þ

whereα and qc are constants. This rule is roughly equivalent to themore
physically-based (15), assuming e∝qw and net erosional conditions
with cb≈c0=constant. Interestingly, the results of Seybold et al.
(2009) show many broad qualitative similarities to those of Hoyal and
Sheets (2009) and Edmonds and Slingerland (2010), even though
their model does not really include bed-material load.

3.2.4. Overbank and floodplain processes
The morphodynamics of overbank and floodplain processes are

poorly understood relative to those in channels, particularly on land-
scape/architecture scales. Consequently, most alluvial architecture
models parameterize these processes with geometric rules (e.g.
Fig. 6). However exploratory modeling studies show that the details
of these rules can significantly impact avulsion flowpath selection,
and hence alluvial architecture (e.g. Jerolmack and Paola, 2007; dis-
cussed further in Sections 4.3 and 4.4). Hence a process-based under-
standing is essential to know when different geometric rules are
appropriate, and to develop new rules from process-based models
and event-to-Holocene-scale field measurements of modern systems
(in a hierarchical-modeling context).

In the context of landscape-scale avulsion and alluvial architec-
ture, floodplains are commonly an afterthought, conceived of as
“background overbank deposition” between alluvial ridges. However
research over the past 20 years clearly shows that floodplain morpho-
dynamics encompasses much more than simply deposition by diffuse
Fig. 7. Event-scale processes and landforms – Sandy overbank deposition. Examples of creva
relative lengthscale for “sheetflow” splay deposits in modern sand-bed rivers based on the
luvial reach database. On average the predicted length is O[B], consistent with observations
channel (e.g. panels A and B; note that channelized splay deposition can reach much farthe
overbank flows. Relict channels, abandoned by cutoff (e.g. oxbow
lakes, Fig. 5) or avulsion (e.g. Reitz et al., 2010), are well known flood-
plain features, but active channels are also common. Channelized
floodplain flows can be fueled by local runoff (e.g. Mertes, 1997), or
sourced from the main river via crevasses, e.g. erosional channels on
subaerial splays (Fig. 7) and constructional tie-channels prograding
into floodplain lakes (Rowland et al., 2009). In large (±tropical) sys-
tems, dispersal of flood sediment via floodplain channels vs. diffuse
overbank flows is a significant component of event-scale sediment
budgets (e.g. Dunne et al., 1998; Day et al., 2008).

Erosional floodplain channels seeded by spontaneous channeliza-
tion of overbank sheetflows occur inmany channel-resolving simplified
models (e.g. MP03, Fig. 2A; SAFL, Fig. 6C; Seybold et al., 2009). The allu-
vial architecture model of Karssenberg and Bridge (2008) includes a
hillslope erosion module, separate from their main channel-belt
module, which computes “local” flow-accumulation and floodplain
erosion via steepest-descent routing (6a,b) and a heuristic erosion
rule, ∂qs/∂x∝qwS, similar to (16). Comparable detachment-limited
erosion rules produce self-organized channel networks in upland land-
scapemodels (e.g. Howard, 1994), but it is unclear if this happens in the
KB model.

Most channel-belt models simulate overbank washload (≈mud)
deposition with geometric rules of the general schematic form

∂h
∂t ¼ r0

background

þ rcb−r0ð Þ exp −x=λ½ �|{z}
channel distance

þ β ηcb−η
� �
|{z}

floodwater depth

ð17Þ

where η is the elevation of a floodplain cell and x is the distance to the
nearest channel belt, which has channel-top elevation ηcb, channel
depth Hcb, and aggradation rate rcb. The three terms represent end-
member deposition patterns which are, respectively, spatially uniform
sse splays in modern rivers (A,B) and flume experiments (C). Estimated distribution of
settling length Ls corresponding to bankfull flow and bed-material d50 in, using the al-
that splays deposited by unchannelized flows have lengths similar to the width of the
r).
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Fig. 8. Event-scale processes and landforms – Flooding style and overbank deposition. The processes and distribution of overbank deposition vary depending on the style of river-
valley flooding. A) Landsat-derived images of floodwater turbidity in modern rivers (after Mertes, 1997). Note differences in degree of mixing in the different systems. Concentra-
tions are in parts per thousand, and areas unaffected by flooding are blacked out. B) In cases where inundation is asynchronous across the floodplain, lateral water-surface slopes
drive currents which advect suspended sediment away from the channel. C) In contrast, if flooding is synchronous across the width of the floodplain then overbank transport of
suspended sediment must rely on the weaker process of eddy diffusion. (Panels B and C after Adams et al., 2004).
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(at rate r0), decaying away from channels (at a rate of 37% per e-folding
length λ), and increasing with greater inundation, i.e. elevation below
the bankfull channel high-water surface (where β=concentration /
time). Eq. (17) guarantees that deposition converges to rcb at the chan-
nel belt, and in implementations is only applied when rcbN0 and ηbηcb.
Existing cellular avulsionmodels use either distance-dependent deposi-
tion (MB,KB,DW) or depth-dependent deposition (JP), but not both
(although geomorphic models typically do, e.g. Howard, 1992, 1996,
which also couple the two).

Eq. (17) is fundamentally a heuristic rule, but it is inspired by obser-
vations and theoretical arguments. Measurements of floodplain deposi-
tion in extant systems over modern (multidecadal) and Holocene
(millennial) timescales consistently find rates that decay away from
the channel in approximately exponential fashion (Fig. 6; the discrepan-
cy in rates between the two scales suggests accumulation of hiatuses, as
is typical in intermittent sedimentary systems, e.g. Jerolmack and Sadler,
2007). Event- and Holocene-scale floodplain deposition measurements
also give some evidence for background and depth-dependent terms
(e.g. Walling and He, 1998; Törnqvist and Bridge, 2002).

Process-based arguments for the terms in (17) take various forms,
depending on the underlying conceptual models for sediment trans-
port and flooding. For depth-dependent sedimentation the underly-
ing conceptual model is essentially “rapid” inundation of the
floodplain by “energetic” floodwaters, such that sediment is main-
tained in a uniformly mixed suspension, followed by a period of
standing water during which sediment settles out. In this case we ex-
pect β≈floodwater turbidity / (flood duration+return period). Ob-
servations of floodwater turbidity patterns in modern systems
(Fig. 8A) indicate that this well-mixed end-member does occur (ap-
proximately, e.g. Missouri River; Mertes, 1997, upper left in Fig. 8A),
but is perhaps atypical.

For distance-dependent sedimentation two distinct mechanisms
are commonly cited, based on the dominant process of suspended
sediment transport–advection vs. diffusion (Adams et al., 2004,
Fig. 8B,C)–each of which can yield exponential decay of overbank sed-
imentation rates. If inundation occurs asynchronously across the
floodplain, or if the floodplain is unconfined, there will tend to be
lateral water surface slopes which drive net currents directed away
from the channel (Fig. 8B). In this case overbank deposition will be
dominated by advective transport, and we can rearrange (15) to give

∂qs
∂x ¼ qs;eq−qs

Ls
; Ls ¼

qw
ws

ð18a;bÞ

where x and q are now cross-stream oriented, and assuming a net de-
positional flow (i.e. cb≈C, qs,eq≈qwe). The settling length Ls is simply
the distance a particle is advected as it settles through the water col-
umn, i.e. Ls=U(H/ws)=U(settling time). If qw , ws , and e are con-
stant, then integration gives

qs−qs;eq∝ exp −x=Ls½ � ð18cÞ

which implies

∂qs=∂x∝ exp −x=Ls½ � ð18dÞ

i.e. exponentially decaying deposition. A similar process, based on
(16), builds levees in the Seybold model (Fig. 3B).

Alternatively, for synchronous inundation of a confined floodplain,
lateral water surface slopes will be negligible (Fig. 8C). In this case,
mean currents will be negligible, but mixing by turbulent eddies can
still drive transport via diffusion (e.g. Adams et al., 2004). Prior to
this point we have neglected lateral eddy-diffusion of momentum
and suspended sediment (in Eqs. (7a) and (15), respectively), since
these are negligible relative to mean-current advection in channel-
ized flows. However these effects can become important when net
currents are small, e.g. overbank deposition in inundated floodplains
(Fig. 8C), or river mouth jet-plume deposition (Fig. 3A). Pizzuto
(1987) showed that overbank deposition by turbulent diffusion gives

∂h
∂t ∝ exp − x

Ld

� �
; Ld ¼ κ

ws
ð19a;bÞ

where κ is the eddy diffusivity, assumed constant. For shallow-water
flows κ≈αu

*
H, where α is an O[10-1] constant, and for channelized
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flows the shear velocity is u� ¼ U
ffiffiffiffiffi
Cd

p
(Pizzuto, 1987). Hence for typ-

ical values of α≈10-1 and Cd≈10-2, we expect a diffusion length Ld
roughly 1% of the settling length Ls (18b) associated with the bankfull
channel qw.

While this is reasonable in the boundary shear zone adjacent to
the channel (Fig. 8C), beyond a distance O[H] the turbulent kinetic
energy k must itself propagate via eddy diffusion, and generally
u�∝

ffiffiffi
k

p
(essentially the velocity standard deviation averaged over tur-

bulence). Hence typically κ will itself decay sharply away from the
channel, rather than being constant across the floodplain. Therefore,
while the diffusion model (19) is often implicitly cited as justification
for the heuristic rule (17), the physical connection between the two is
questionable. We note that of the models in Table 2, only Delft3D ex-
plicitly simulates eddy diffusion, using either turbulence closure
schemes (e.g. k-ε) or horizontal large-eddy simulation (Lesser et al.,
2004; Edmonds and Slingerland, 2010).

On the subject of process-based interpretations of the empirical
exponential overbank deposition rule (17), two additional observa-
tions are worth noting. First, measured decay lengths λ are similar
to predicted settling lengths Ls for silt based on typical bankfull fluxes
qw (Fig. 6). Hence advection-settling of fine silt or clay in overbank
flows with qw a few % of bankfull channel fluxes could be a reasonable
explanation of observations. Second, while (17) forces continuity of
overbank and channel-belt deposition, this is not required by either
of the process-based exponential overbank rules (18) and (19), nor
by nature. For example, non-aggrading channels commonly build levees
by overbank deposition, a process seen in constructional channel-
resolving models (Delft3D, Seybold, EM).

Overbank sand deposition is relatively rare, as suspended sand
grains tend to travel fairly low in the flow compared to slower-settling
muds. However significant floodplain sand deposition occurs via
“through-bank” crevasses, producing splay deposits (e.g. Bristow et
al., 1999; Slingerland and Smith, 2004, Fig. 7). Subaerial splays are sim-
ilar to alluvial fans (Bristow et al., 1999), while subaqueous crevasses
produce delta-like landforms, similar to e.g. bayhead (Slingerland and
Smith, 2004) or birdfoot (Rowland et al., 2009) deltas. While crevasse
splays are commonly channelized (Fig. 7), splay deposition is primarily
Fig. 9. Avulsion initiation rules – Crevassing. Process-based models have given significant in
tiation in the experiments of Edmonds et al. (2009). Note how rapid levee incision (crevassi
filling (i.e. setup due to “morphodynamic backwater”). B) Once a crevasse is initiated it will
of the crevasse and channel flows (left; sub-grid crevasse-stability model of Dalman and W
slope of the crevasse channel and the mainstem river (right, Slingerland and Smith, 1998, 2
driven by flow expansion, with channels acting as bypass conduits
(Sheets et al., 2002, 2007). For unchannelized deposition, observations
from modern rivers suggest that splay lengths should be O[B] (Fig. 7),
based on bankfull sand settling lengths Ls (though eddy-diffusion in
channel-adjacent shear zones would predict similar lengths, e.g.
Fig. 8C). Explicit splay deposition occurs inmany of the channel-resolving
models in Table 2 (e.g. SAFL, EM, Delft3D, CAESAR07, MP03).

In some cases, e.g. the progradational avulsions of Slingerland and
Smith (2004), interaction of channelized transport and sheetflow de-
position produces extensive floodplain sand deposits of stacked
splays. These “avulsion deposits” are associated with long-lived anas-
tomosed channel networks (Slingerland and Smith, 2004). In the
MP03 and KB models, similar processes can lead to development of
locally extensive anastomosed channel networks and sand deposition
(Murray and Paola, 2003; Karssenberg and Bridge, 2008). Recent
work has suggested that intermittent splay deposition may dominate
construction of levees and/or floodplains in some systems, rather
than relatively continuous overbank deposition (e.g. Aslan and
Autin, 1999; Adams et al., 2004; Slingerland and Smith, 2004).

3.2.5. Avulsion rules
As outlined in section 2.2, “avulsion” is not a single process, but a

set of processes which comprise three phases–initiation, finding, sta-
bilization–resulting in a variety of avulsion styles. Simplified models
represent avulsion processes in different ways, from channel-belt
models which include explicit rules, to channel-resolving models
where avulsions are self-organized (but from which we can infer im-
plicit “rules” that govern the emergent dynamics, at least qualitative-
ly). Some channel-belt models use specific rules for individual phases,
but others use lumped “avulsion” rules (i.e. initiation implies success-
ful avulsion, precluding the possibility of failed avulsions). Similarly,
in channel-belt models using steepest descent flow routing (e.g. MB,
JP) avulsion necessarily implies full diversion of flow from parent-
to daughter-channel, precluding the possibility of partial avulsions
(i.e. quasi-stable bifurcations).

Avulsion initiation typically results from a combination of long-
term setup and a proximal trigger (Slingerland and Smith, 2004),
sight into avulsion initiation by levee breaching crevasses. A) Example of crevasse ini-
ng, t N1) is preceded by a gradual increase in the water-surface driven by channel back-
either stabilize or heal, depending on the relative transport capacity and concentration
eltje, 2008). For a given grain size crevasse fate is primarily determined by the relative
004).
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e.g. persistent channel-belt aggradation combined with a large flood.
Investigation of detailed avulsion initiation mechanisms is most de-
veloped for the case of levee breaches (crevassing, Fig. 9A). Crevasses
commonly formwhere bank shear stress is especially high, e.g. mean-
der-bend outer banks (Slingerland and Smith, 2004), although sus-
ceptibility may be more a function of cumulative stress vs. peak
stress, due to time-dependent weakening (Edmonds et al., 2009).
Any crevassing event is a potential trigger for large-scale avulsion,
but crevassing is much more common than avulsion, because in the
absence of sufficient setup crevasses will stabilize or heal without di-
verting significant flow (Slingerland and Smith, 2004).

Over the course of subsequent floods, evolution of an initial cre-
vasse must eventually result in either healing, formation of a stable
bifurcation, or abandonment of the parent channel (i.e. a failed, par-
tial, or full avulsion, respectively). Detailed morphodynamic models
of bifurcation stability (reviewed in Slingerland and Smith, 2004)
make relatively precise predictions of the fate of a crevasse based
on the initial and boundary conditions, in the form of phase diagrams
(Fig. 9B). Results show that setup (formalized in the boundary condi-
tions) is the primary control, in particular the slope ratio between the
crevasse channel and the mainstem river. The specific threshold
values vary somewhat depending on grain size and transport mode
(Slingerland and Smith, 2004), but typically a slope ratio of b1 results
in a failed avulsion, while a slope ratioN5 will lead to a full avulsion
(e.g. Fig. 9B).

In addition to the theoretical insight provided by crevasse stability
models, stratigraphic studies have yielded significant insight into the
conditions leading to avulsion (e.g. Mohrig et al., 2000). Due to the
difficulty of constraining slope ratios in outcrops, these results are
primarily expressed in terms of channel super elevation: the eleva-
tion of the bankfull water surface above the “far-field” floodplain, es-
sentially levee relief. Mohrig et al. (2000) found that estimates of
normalized superelevation–the ratio of superelevation to bankfull
depth–in both fluvial outcrops and recently avulsed modern rivers
occupy a fairly narrow range, ≈1.0±0.5 (e.g. Fig. 10 A,B). This sug-
gests that a normalized superelevation of O[1] is a critical threshold
for avulsion, i.e. in an aggrading channel, as the channel-bed elevation
approaches the floodplain elevation, avulsion becomes increasingly
likely. Subsequent studies of avulsions in Holocene rivers and flume
experiments have found that a related measure, net inter-avulsion
aggradation normalized by channel depth, also tends to be O[1] on
average (Jerolmack and Mohrig, 2007; Martin et al., 2009; see also
Fig. 10C). These stratigraphic results indicate that in contrast to par-
ticular avulsions at event scale, average avulsion rates over basin
timescales are setup-limited rather than trigger limited.

Channel-belt models typically incorporate heuristic avulsion initi-
ation rules inspired by these observations. The most common ap-
proach is a local threshold based on a critical slope-ratio (MB/KB),
superelevation (JP), or a combination of slope and superelevation
Fig. 10. Avulsion initiation rules – Superelevation. Observations from diverse systems sugge
These include measurements of normalized superelevation in recently avulsed modern rive
aggradation in flume experiments.
(Sun). A notable exception is the channel-belt model of Dalman and
Weltje (2008), which incorporates a sub-grid crevasse stability
model (Fig. 9B). The slope and superelevation used in topographic
thresholds are calculated between a cell and its neighbors, but
adapted to a coarse cellular framework. For example the MB and KB
models compute cross-stream slope at the channel-belt edge, but
downstream slope at the nearest sub-grid channel cell. In the JP
model channel-belts are sub grid, but within each cell the model
tracks a top and bottom elevation, associated with the levee top
and channel bed. For never-channelized floodplain cells these are
equal, but in channelized cells they differ by H, hence abandoned-
channel cells inherit relief. To compute superelevation the JP model
compares the top elevation of a channelized cell to the bottom eleva-
tions of its neighbors, i.e. relict-channel levees are “porous”. To com-
pute normalized superelevation, the JP and Sun models estimate
bankfull depth H in sub-grid channels from discharge Qw and slope
S assuming normal flow and constant Shields stress (via
(1)-(4),(11)-(12)).

In channel-resolving models avulsion initiation is self-organized
without explicit rules, but the emergent avulsion-initiation mecha-
nisms can be observed unfolding in “real time”, allowing insights
unobtainable in any other way. In the Delft3D and EM models avul-
sions are initiated via crevassing, and these models essentially incor-
porate all the morphodynamic processes underlying crevasse-
stability theory, while allowing additional subtleties to be explored
(e.g. Edmonds and Slingerland, 2008; Edmonds et al., 2009). In the
SAFL and MP03 models, where channels are erosionally confined,
the absence of levees precludes the possibility of crevassing or
superelevation. Avulsions occur in these models, but are initiated by
in-channel deposition (e.g. bars) which forces the flow out of the
channel (Sheets et al., 2002; Murray and Paola, 2003), a mechanism
described by Makaske (2001) as loss of channel-flow capacity. In
the SAFL fan-delta experiments this is typically driven by channel
backfilling originating at the shoreline (e.g. NCED, DB03), i.e. the
setup is due to channel-bed aggradation, but via a migrating front
rather than distributed deposition as in classical superelevation
(a similar process occurs in the EM delta experiments, the “morpho-
dynamic backwater” of Hoyal and Sheets, 2009). Avulsion-initiation
mechanisms in the Seybold and CAESAR models are not clear from
the published descriptions, but are likely similar to those in other
channel-resolving models with similar confinement mechanisms
(i.e. Seybold=constructional, CAESAR=erosional, Table 2).

In several channel-belt models avulsion-initiation rules include a
stochastic component, based on the idea that the closer a channel
comes to an avulsion-initiation threshold, the smaller the trigger re-
quired to cause avulsion (e.g. Jones and Schumm, 1999). For example
the critical slope-ratio in the MB and KB models depends on a sto-
chastic discharge, simulating the effect of flood variability, while the
DW model chooses crevassing locations randomly. Self-organized
st avulsions occur when a river's bed becomes superelevated O[H] above its floodplain.
rs (A) and ancient channels (B), as well as measurements of normalized inter-avulsion
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trigger-like phenomena also occur in channel-resolving models, e.g.
quasi-stochastic vegetation clearing events facilitating avulsion in
the MP03 model.

Once an avulsion is initiated, channel-belt models simulate the crea-
tion of daughter channels with avulsion-routing rules that effectively
combine the finding and stabilization phases. While the channel-belt
models of Table 2 (MB,JP,KB,DW,Sun) use different approaches to
routeflow through the established active channel network (Section 3.1),
all essentially use steepest descent to route avulsions. Slight variations
include quasi-1D routing based on cell bottom elevations in the JP
model, and a stochastic random-walk component in the Sun model.
Avulsive routing begins from the avulsion-initiation point in the parent
channel, and extends downstream until the daughter channel either
reaches the grid edge (or shoreline, e.g. Sun), a local topographic mini-
mum (pit), or an active channel (local avulsion). The daughter channel
is then added to the active channel set.

In the MB and JP models, which have a single channel, following
an avulsion the parent channel is removed from the active set down-
stream of the avulsion point (except for local avulsions). In the other
channel-belt models both the parent and daughter are retained,
resulting in a bifurcation. Channel deactivation in these models oc-
curs only when bed evolution causes a channel to locally drop
below a threshold in slope S (≤0, Sun), velocity U (KB), or discharge
Qw (DW). In this case deactivation propagates downstream to all
channel-cells whose water supply is thus cut off. The DW model in-
cludes an interesting additional twist: distributed runoff is routed
through all unchannelized cells as 8-nbr dispersive sheetflow. This
sheetflowdoes not transport any sediment, butwhere discharge local-
ly exceeds a threshold a new channel is activated, essentially a hill-
slope sheetflow-instability channel initiation rule (cf. Montgomery
and Dietrich, 1992).

In natural avulsions the transition from distributed floodplain flow
in the finding phase to quasi-stable channelized flow is commonly
Fig. 11. Avulsion stabilization rules. Observations from ancient systems suggest that in
many cases avulsion stabilization is associated with significant incision of the daughter
channel into the floodplain (A). This process can simulated in channel-resolving avul-
sion models by incorporating cohesive-sediment erosion (B).
associated with incision of order H, i.e. daughter channels begin with
predominantly erosional confinement (Mohrig et al., 2000; Aslan et
al., 2005; Fig. 11A). Most avulsion models do not use explicit stabiliza-
tion rules, but there are a few exceptions. As noted above, within each
cell the JPmodel tracks two elevations, where bottom=top in “virgin”
floodplain cells and bottom=top−H in channelized cells (Jerolmack
and Paola, 2007). Hence channelization of virgin floodplain is implic-
itly accompanied by incision of a channel depth. Eroded sediment is
not included in the model mass balance, since it is assumed to be
washload, and the JP model only applies mass balance to bed-material
load (Jerolmack and Paola, 2007). Channel-resolving models have no
explicit stabilization rules, but model rules do impact stabilization
via effects such as self-organized confinement due to erosion of
below-capacity channels (Seybold et al., 2009, Fig. 11B) or vegetation
growth (Murray and Paola, 2003).

4. Comparing simplified avulsion models: Architecture scale pre-
dictions and unresolved questions

Taken together, simplified modeling efforts to date highlight four
key questions for the next generation of model and field studies:
1) how do mass-balance effects modulate autogenic alluvial dynamics
and architecture, particularly at avulsion timescales? 2) what thresh-
olds govern avulsion in different systems? 3) how are new channel
pathways established during avulsion? 4) howdoes floodplain sedimen-
tation feed back into the avulsion process (and vice versa)? Answering
these questions will require interdisciplinary efforts combining targeted
modeling and field observations.

4.1. Mass balance at architecture scale

Mass balance, the interplay of sediment supply and accommoda-
tion, is well recognized as a first-order control on basin-scale stratig-
raphy. For instance mass-balance models of shoreline migration
provide a simple framework for understanding the stratigraphic re-
sponse to allogenic forcing such as sea level and tectonics (e.g. Jervey,
1988; Paola, 2000). However the importance of mass balance as a
control on architecture-scale dynamics and stratigraphy has only re-
cently begun to be appreciated (e.g. Strong et al., 2005; Paola et al.,
2009). All architecture-resolving avulsion models in Table 2 that in-
clude at least partial mass balance (i.e. all except MB and DIONISOS)
exhibit autogenic dynamics tied to intermittent sediment storage
and release events within the fluvial system (e.g. Jerolmack and
Paola, 2007). Whereas basin-scale factors such as subsidence create
what might be termed “stable” accommodation in the subsurface,
self-organized landforms on the surface produce transient accommo-
dation. Features such as alluvial ridges represent positive, and con-
versely incised channels negative, perturbations to the overall
accommodation defined with respect to the regional alluvial surface
(e.g. the “equilibrium river profile” of Posamentier and Vail, 1988).
In dynamic fluvial landscapes these landform volumes are episodical-
ly created and destroyed, commonly in association with avulsion pro-
cesses. Transient storage in simplified avulsion models occurs in a
variety of landforms (Table 2).

Linking accommodation to landforms may seem odd, but it is real-
ly a simple extension of the idea of using an equilibrium profile as
datum for defining accommodation rather than sea level. After Muto
and Steel (2000) pointed out fundamental issues with classical no-
tions of accommodation, Kim et al. (2006b) and Wolinsky (2009)
showed that to be predictive accommodation must be defined over
a specified area (i.e. control volume), and must include changes in
the “equilibrium profile”. For example in prograding deltas mainte-
nance of an approximately constant-slope alluvial plain requires ag-
gradation, and in steep rivers the resulting topset sediment storage
significantly impacts shoreline migration rates (Wolinsky et al.,
2010b).
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Fig. 12. Avulsion Thresholds – Implications. Avulsion thresholds strongly affect chan-
nel dynamics and planform morphology, as illustrated by simulations of the Sun fan-
delta model. As the normalized superelevation threshold hc/H (β) decreases, avulsions
occur more frequently, causing an increase in the number of co-existing active chan-
nels (arrows, width ∝ B), and a smoother shoreline (thin shaded line). (Adapted
from Sun et al., 2002.).
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Mass balance strongly modulates dynamical timescales in fluvial
systems. In precise terms, mass balance dictates that growth of a de-
positional landform with length L, width B, and height H, fed by a
sediment supply Qs , will follow

d c0Vð Þ=dt ¼ fQs ð20Þ

where V ¼ BLH is the net deposit volume and f=−ΔQs/Qs is the net
sediment capture ratio over the landform. This is essentially an
Exner equation like (13), except here the control volume is not a
fixed cell, but the footprint of a dynamic landform whose area A ¼
BL can evolve (e.g. a prograding delta, Wolinsky et al., 2010a, or a
widening alluvial ridge). For a given landform, the time required to
build up the associated deposit is

T≈ c0V
fQs

ð21Þ

Simplified models of fluvial systems suggest this “filling time”
controls timescales of response to external allogenic forcing as well as
internal autogenic dynamics, including avulsion timescales (Paola et al.,
2009; Reitz et al., 2010; Jerolmack and Paola, 2010, Wang et al., 2011).

For example in diffusive models of alluvial basin filling, the time
for a system of length L and widthB to respond to a change in bound-
ary conditions is

T ¼ L2

κs
; κs ¼

KsQw

c0B
ð22a;bÞ

where κ is the fluvial diffusivity (Paola, 2000; Castelltort and Van Den
Driessche, 2003). But this is simply the time to fill the sediment
wedge beneath a graded alluvial plain with slope S given by (14a),
i.e. (22) reduces to (21) with H=SL and f=1. More realistic fluvial
models such as SAFL and DW suggest that the “equilibrium” alluvi-
al-plain slope may exhibit autogenic variability associated with self-
organized fluctuations in the surface wetted width, e.g. between
steep sheetflow and low-slope channelized flow (Dalman andWeltje,
2008; Kim and Jerolmack, 2008). In this case the timescale of auto-
genic fluctuations again follows (21), but V now corresponds to the
sediment wedge between the upper and lower slopes (i.e. H=ΔSL).

Several lines of evidence suggest that the avulsion recurrence inter-
val, T , is approximately the time to fill a channel, given by (21) with
B=B and H=H. This is broadly consistent with observations of O[H]
superelevation and aggradation in modern, ancient, and experimental
fluvial systems (Section 3.2.5, Fig. 10). Moreover, in noncohesive exper-
iments similar to SAFL, Reitz et al. (2010) found that the channel-filling
time predicted nodal avulsion periods quite well, even as the fan radius
L grew during progradation. Finally, the prediction that T scales with
time to fill a channel-sized volumewith sediment is consistent with di-
verse avulsion-setup mechanisms, including both superelevation and
backfilling.

4.2. Avulsion thresholds

Modeling and field studies over the last 30 years have found no con-
sensus on the necessary and sufficient conditions for avulsion, and there
is even significant disagreement on the appropriate definition of “avul-
sion threshold”. Fromone perspective, arising froma civil engineering ap-
proach, “avulsion threshold” refers to the conditions under which a
bifurcation or crevasse channel is stable over years to decades (e.g.
Slingerland and Smith, 1998, 2004). Alternatively, in studies with a
more geological emphasis, “avulsion threshold” commonly refers
to the conditions that cause long-lived regional avulsions at landscape/
architecture scale (e.g. Aslan et al., 2005; Jerolmack and Mohrig, 2007).
While both are commonly referred to as “avulsion thresholds”, the for-
mer is really a threshold for local avulsion initiation, while the latter is
a threshold for a successful full regional avulsion, i.e. an avulsion
which proceeds from initiation through stabilization, and where the
parent channel is abandoned downstream of the avulsion point. Initia-
tion is a necessary but not sufficient condition for avulsion in this second
sense, since full avulsion also depends on regional factors influencing
avulsionflowpath selection and stabilization that are relatively indepen-
dent of the local conditions around a bifurcation. However imprecise
language has added to confusion about the causes of avulsion in differ-
ent systems and the implications for avulsion thresholds (e.g. Aslan et
al., 2006; Törnqvist and Bridge, 2006).

For alluvial-architecturemodeling, crevassing andbifurcation-stability
thresholds are likely important for understanding intra-channel-belt pro-
cesses and deposits (i.e. channel-belt, splay, and levee deposits). In con-
trast, formation-scale arrangements of channel-belt deposits are
arguably more affected by thresholds that determine when large-scale
avulsions are likely to occur–more specifically, those in which the daugh-
ter channel relocates far enough away from the parent channel that chan-
nel-belt sand bodies are separated from one another by substantial
floodplain accumulations (e.g. those studied by Mohrig et al., 2000 and
modeled by Jerolmack and Paola, 2007).

Field data and theory have demonstrated that both cross-valley-
slope advantage and bed superelevation are reasonable proxies for
channel avulsion thresholds in some systems, but neither fully ex-
plains avulsion initiation conditions for all rivers (e.g. Aslan et al.,
2005; Aslan and Blum 1999; Jerolmack and Mohrig, 2007; Mohrig et
al., 2000; Phillips, 2011; Tooth et al., 2007; Törnqvist and Bridge,
2002). These studies indicate that certain systems may be more sen-
sitive to superelevation and others slope ratio (Törnqvist and Bridge,
2002). Down-channel vs. cross-channel gradient is explicitly a local
measurement whereas superelevation is implicitly regional. In ero-
sionally confined systems (those which do not produce levees;
SAFL, MP, CEASAR, and dryland systems e.g. Makaske, 2001), avulsion
is spurred by in-channel aggradation where bars or upstream-propa-
gating depositional waves choke channels and divert flow out onto
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Fig. 13. Flowpath selection & avulsion lengthscales – Model results. Simulations of the
JP model illustrate styles of avulsion flowpath selection (color panels) and the resulting
distribution of avulsive-channel lengthscales (lower panel). Note continuous distribu-
tion of avulsion sizes across a wide range of scales (from a single cell up to the length of
the model domain). Active channel path shown in light blue, avulsion flowpath out-
lined in red. (Adapted from Jerolmack and Paola, 2007).
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the floodplain. In contrast to upstream or local thresholds for bifurca-
tion stability (including cross-valley slope or local superelevation)
avulsion within these model systems (SAFL, MP, CEASAR) is initiated
downstream by a “morphodynamic backwater” effect. It is unclear
how and to what degree far-field and local effects influence avulsion
thresholds in different systems.

Sun et al. (2002) clearly show how different avulsion-initiation
thresholds can significantly impact channel avulsion and, implicitly,
stratigraphic architecture (Fig. 12). The lower the relative channel:
floodplain aggradation needed for avulsion, the more frequently
channels avulse. Furthermore, when avulsion thresholds are low,
there is a tendency for more active channels across the alluvial plain
or delta at any given time (e.g. Sun et al., 2002; Murray and Paola,
2003; Jerolmack and Mohrig, 2007; Karssenberg and Bridge, 2008;
Reitz et al., 2010). This impacts topographic development across the
alluvial plain (more avulsions lead to a rougher surface) as well as
shoreline morphology in deltaic settings (fewer avulsions lead to
more rugose shorelines; e.g. Edmonds and Slingerland, 2010; Wolinsky
et al., 2010a, 2010b). Several important variables that may influence
avulsion thresholds, including backwater effects, grain size, abundance
of cohesive sediments, differences between progradational and aggra-
dational systems, and the role of channel incision need to be further
explored to constrain avulsion thresholds in different systems.

4.3. Channel flow-path selection

Once an avulsion is initiated we do not know how to predict where
the new channel will go or how sediment and water will be distributed
as the new channel finds a stable path. Intuitively, over long timescales,
channels will be attracted to low spots across a basin; this type of com-
pensational filling is well known in channelized systems (e.g. Straub et
al., 2009). However, field data, experiments, and modeling also show
that channel avulsions sometimes preferentially return to locations
that were previously occupied and abandoned (Mohrig et al.,
2000; Jerolmack and Paola, 2007; Stouthamer and Berendsen,
2001; Stouthamer, 2005; Sheets et al., 2007; Hajek et al., 2010; Reitz
et al., 2010). Under what circumstances do channels avulse compen-
sationally, reoccupy pre-existing flow paths, or move to random po-
sitions on the floodplain?

Heller and Paola (1996) posit that channel avulsions will com-
monly be rerouted back to the parent channel, particularly in tribu-
tary systems where a new flow path is likely to intersect a pre-
existing tributary channel. In some cases channel reoccupation may
be a stable avulsion channel configuration (e.g. Mohrig et al., 2000),
or, as in the case of the 2008 Kosi River flood (Sinha, 2009; Chakraborty
et al., 2010), it may be a temporary stopover during the finding phase of
avulsion. Jerolmack and Paola (2007) showhow topography fromchan-
nel scars, for example, can “attract” channels back to certain locations
over and over again leading to stratigraphic channel-belt clustering. Be-
cause of the way the JP model records channel elevations, abandoned
cells tend to be regional minima, analogous to abandoned channels
that become oxbow lakes. In contrast the MB model assigns alluvial-
ridge height to abandoned channel cells, which means old channels
tend to “repel” subsequent avulsion channels, thus encouraging com-
pensational basin filling. As both possibilities are plausible, more work
is needed to determine when alluvial ridges act to “protect” channel
lows from further reoccupation.

In addition to floodplain topography, floodplain roughness may
influence flow routing, particularly when the type and density of vege-
tation is spatially variable across alluvial plains. Furthermore, the
distance that proximal-overbank deposits (e.g. levees, crevasse splays)
extend away from channels may affect topographic and surface-cover
roughness where there are distinct breaks between coarse-grained
deposits and fine-grained overbank accumulations (e.g. Törnqvist and
Bridge, 2002). Variations in substrate erodibility may also create favor-
able pathways for channel location. For example, reoccupation of
abandoned channel locations may be more common if sandy deposits
are more readily eroded than cohesive overbank mudstones (e.g. Aslan
et al., 2005). Controls on temporal and spatial scales of floodplain
heterogeneity are poorly understood and difficult to predict. More
work is needed to weigh the relative influence of floodplain topography
and various types of surface roughness on avulsion-flowpath selection.

Channel flowpath selection can affect the distribution of avulsion
sizes in a system. Jerolmack and Paola (2007) show avulsions that
range from small local avulsions to global (regional) avulsions during
which the channel relocates along the entire length of the model do-
main (Fig. 13). Jerolmack and Swenson (2007) use backwater length
to constrain the length scale of the largest avulsions in deltaic systems
(i.e. regional or nodal avulsions). Their data also show a broad spec-
trum of channel length (avulsion) sizes (Fig. 14). The range of avulsion
length scales indicates that topographic “memory” or inertia (sensu
Reitz et al., 2010) strongly influences avulsion flow-path selection.
This is a marked contrast with the (lateral) length scales of channel-
associated landforms such as channel belts and levees/alluvial ridges,
which appear to be more strongly determined by local morphody-
namics (Figs. 5, 6), and are less influenced by regional topography.

For basin-scale alluvial architecture studies the specifics of how
channel stabilization occurs is probably less important than predict-
ing statistically where channels will ultimately stabilize. However,
some field and modeling studies may need to consider the processes
by which a channel finds and moves to its new, stable location. In
general the role of the finding phase in avulsion remains poorly
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Fig. 14. Flowpath selection & avulsion lengthscales – Natural systems. Natural avulsion-influenced fluvial systems such as deltas exhibit a wide range channel lengths. Left Column:
Satellite imagery of river-dominated delta distributary networks. Arrows extending from nodal avulsion point to shoreline indicate backwater length Lw. Right Column: Corresponding
distributions of relative channel-length show awide range of avulsive-channel lengths, extending from the scale of mouth-bar-driven bifurcations (dashed vertical lines) up to the back-
water length (arrows, corresponding to nodal avulsion). (Adapted from Jerolmack and Swenson, 2007).
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understood. Once an avulsion threshold is attained, sediment and
water are redistributed across the floodplain. In the simplest cases,
flow will quickly divert into and form a new stable channel (e.g.
Tooth et al., 2007). In other cases, large volumes of sediment are de-
posited across the floodplain during a protracted finding phase (e.g.
Perez-Arlucea and Smith, 1999; Aslan and Blum, 1999). Evidence
from ancient deposits suggests that some systems tend to deposit sig-
nificant quantities of fine sediment during the finding phase prior
to avulsion (e.g. Kraus and Wells, 1999) whereas others do not
(Fig. 15; Jones and Hajek, 2007). These differences may reflect systems
prone to “aggradational” or “incisional” avulsions (c.f. Slingerland and
Smith, 2004), respectively.

4.4. Floodplain sedimentation

Until very recently, floodplain sedimentation has been largely
ignored and treated very simplistically. Most of the models discussed
here use simple exponential decay to model floodplain aggradation.
While this may be appropriate for some systems, the rate at which
floodplain sedimentation decreases away from channels varies strongly
between systems (e.g. Swanson et al., 2008, section 3.2.4 and Figs. 6A,
8A). This variation may be due in part to differences in flooding style
along the continuum between “wide and dry” vs. “narrow and wet”
floodplains (Fig. 8B,C), associated with relatively efficient advective
sediment dispersal away from the channel vs. weaker diffusive
transport.

Even in systemswhere floodplain-sedimentation rates generally de-
crease away from active channel belts, dynamic floodplain processes
and vegetation can modify floodplain roughness and topography, gen-
erating spatially heterogeneous deposition patterns. Poorly constrained
processes associated with floodplain lakes, tie channels, and bioturba-
tion also sculpt floodplains in some basins (e.g. Tooth et al., 2007;
Aalto et al., 2008; Day et al., 2008). Most avulsion models include the
reasonable assumption that avulsion is most affected by longer-term
floodplain aggradation rates (e.g. Sadler, 1981). However, if avulsion
behavior is sensitive to floodplain topography, surface roughness, and
substrate composition, event-scale overbank conditions might matter
as much or more than long-term aggradation rates.

Jerolmack and Paola (2007) elegantly demonstrate the potential
effects different floodplain-sedimentation models may have on chan-
nel avulsion and alluvial architecture. Depth-dependent and uniform
overbank sedimentation rules in the JP model dramatically changed
stratigraphic sand-body distributions primarily because floodplain to-
pography was either filled in (depth-dependent) or preserved (uni-
form) (Fig. 16). Reitz et al. (2010) also showed how “floodplain
annealing” of relict channels has important consequences for where
channels avulse and relocate. Additionally, the Karssenberg and
Bridge (2008) model includes floodplain erosion and highlights the
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Fig. 15. Flowpath selection & floodplain sedimentation – Stratigraphic records of avulsion
deposits. Representative stratigraphic sections from the Willwood and Ferris formations
(from Jones and Hajek, 2007). Paleochannels are yellow, heterolithic avulsion deposits
are brown, and overbank floodplain mudstones are white. The Willwood Formation is
dominated by transitional avulsion stratigraphy (T) and stratigraphically abrupt avulsion
deposits (A) dominate the Ferris Formation. Transitional and stratigraphically abrupt avul-
sion deposits are interpreted as being associated with progradational and incisional avul-
sions, respectively.
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potential influence of local incision and aggradation near bifurcation
points and across the floodplain. Beyond these exploratory studies,
the extent to which floodplain conditions influence avulsion and allu-
vial architecture is virtually unconstrained at present.

5. Connecting models to ancient data

Addressing outstanding questions and testing predictions from
avulsion models will require targeted, coupled field and modeling
efforts. Although not as precisely quantifiable as modern processes or
shallow stratigraphy, deposits in the rock record include a broader
range of systems (boundary conditions) and offer hundreds of individ-
ual paleoavulsions preserved within a given formation. Consequently
ancient deposits provide important opportunities for hypothesis test-
ing. Extracting quantitative data from the sedimentary record can be a
challenge, and it can be particularly difficult to evaluate the “fit” be-
tween simplified process models and data (e.g. Murray, 2003; Bridge,
2008). Fortunately, dimensionless comparisons of model trends and
statistical characterizations of alluvial architecture can be used test
model predictions in natural basins. Additionally, “paleomorphody-
namic” measurements can help determine appropriate model inputs
and indicate which models are most suitable for exploring a particular
ancient system. Here we review these methods and propose strategies
for comparing stratigraphic data to models. Some of these techniques
are well established while others are still developing.

5.1. Paleomorphodynamics

As outlined in Section 3.2, morphodynamics provides the process
foundation for avulsion models. Alluvial basins contain fossilized infor-
mation about sedimentary processes in ancient depositional systems,
and the resulting landform geometries and landscape evolution,
which can be quantitatively constrained by simple measurements in
outcrop, core, and well logs. Such paleomorphodynamic data provide
a means of estimating model input parameters and appropriately
pairing models and field sites. Here we discuss opportunities for mea-
suring channel, floodplain, and avulsion-threshold paleomorphodya-
mic proxies in the stratigraphic record.

5.1.1. Channel and channel-belt measurements
A substantial amount of information about paleochannel hydraulic ge-

ometry can be gleaned from ancientfluvial deposits. Estimates of bankfull
paleoflowdepth,H, are relatively easy to obtain and can be used as a basis
for several paleomorphodynamic calculations (Appendix A). The thick-
ness of fully preserved bar clinoforms (thosewhich showup-dip rollover;
see Mohrig et al., 2000), and abandoned channel fills such as mud
plugs, are the most reliable approximations of local maximum paleo
channel depth (Figs. 17 and 20). Partially preserved or truncated bar
clinoforms can provide a lower bound for maximum paleoflow depth,
although care should be taken when interpreting and comparing such
values because of greater uncertainty associated with these measure-
ments. Paleoflow depth can also be constrained with the thickness of
fining-upward packages, identifiable in cores or well logs (e.g. Bridge
and Tye, 2000) as well as outcrops in which surface weathering
precludes identification of bar clinoforms (Fig. 17). Because dune height
scales with flow depth, paleoflow-depth estimates can also be made
from the thickness of preserved cross-bed sets (Paola and Borgman,
1991; Leclair and Bridge, 2001); however, the scaling relationship is
highly variable (Leclair, 2011). Consequently such paleoflow-depth
estimates are more difficult to interpret than those from bar and
channel-scale features, and direct comparison to model results is
more uncertain.

When combined with proxy bed-material-load samples, readily
obtained from trough-cross-bedded channel sandstones, paleoflow-
depth estimates H and median bed-material grain size d50 can pro-
vide insights into paleomorphodynamic characteristics of ancient
river systems. For example first-order estimates of paleoslope (e.g.
Paola and Mohrig, 1996) can be calculated from relative roughness
d/H by combining Eqs. (3) and (12) to give

S≈Rτ� d=Hð Þ ð23Þ

Even using the relatively crude approximation of piecewise-constant
Shields stress τ⁎ in sand- vs. gravel-bed streams (Fig. 4B), this approach
provides surprisingly accurate constraints on paleoslope (Fig. 18). In
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Fig. 16. Floodplain sedimentation – architecture implications. The spatial distribution of floodplain sedimentation can significantly impact avulsion flowpath selection and alluvial
architecture, as illustrated by the JP model. Left: Spatially uniform sedimentation preserves floodplain topography (grayscale, black=low, white=high), including relict channels
which can act as attractors for avulsions. Active channel shown in blue. Right: The alluvial architecture resulting from different floodplain sedimentation rules shows marked dif-
ferences in lateral dispersion of channel-belt sandbodies (yellow) within the floodplain “matrix” (brown), and reoccupation (red arrows). Upper Panel: Uniform sedimentation.
Lower Panel: Depth-dependent sedimentation. (Adapted from Jerolmack and Paola, 2007).

Fig. 17. Paleomorphodynamics – Flow depth and grain size. Upper left: Histogram showing measured local bar height relative to reach-averaged bankfull flow depth in a modern
river (after Mohrig et al., 2000). Lower left: Figure from Bridge and Tye (2000) showing fining upward successions (identifiable in wireline logs, core, or outcrop) that can be used to
estimate paleoflow depth. Right: Seismic image of a fluvial channel deposit where both channel width and depth can be estimated (from Darmadi et al., 2007).
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Fig. 18. Paleomorphodynamics – Slope and drag. Estimates of flow depth H and bed-
material grain size d50 from ancient deposits allow prediction of slope S and drag Cd
based on relative roughness d/H. Points are alluvial rivers from modern reach morpho-
dynamics database. Solid lines are slope predictions for gravel- and sand-bed rivers
based on Eq. (23) using constant τ⁎ (black lines in Fig. 4B). Dashed line is best-fit of
Manning-style drag relation Cd~(d/H)1/6 (e.g. Parker, E-book Ch5).
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similar fashion, estimates of flow depth and bed-material grain size
can yield quantitative constraints on flow velocity and shear stress,
bed-material transport mode, backwater effects, and even channel-belt
and overbank deposition length scales, via a relatively rigorous
“paleomorphodynamics workflow” (Appendix A).

Paleochannel-bankfull width B can be measured from fine-grained
abandoned channel fills in outcrop and estimated from cross-sections
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Fig. 19. Paleomorphodynamics – bankfull width. Constraints on bankfull width inmodern
rivers based on reach database. A) Bankfull width B is correlated to cross-section average
bankfull flow depth H. Predictions based on a constant aspect ratio α (≈ 57, black line)
provide crude constraints on width for a given flow depth. B) However depth cannot pre-
cisely determine width, as there is significant variability in channel x-section aspect ratios.
or horizons in hi-res 3D seismic surveys (e.g. Darmadi et al., 2007;
Fig. 17). Although width cannot be directly measured from 1D well
data, some constraints on width can be inferred from paleoflow depth
measurements using aspect ratios from analogue data (Fig. 19). When
available, paleochannel-width measurements also enable estimation
of paleochannel sediment and water discharge (Appendix A; see also
Davidson and Hartley, 2010), although the uncertainty of these
methods remains unquantified. Because it is impossible to discern the
number of concurrently active channels for a given time interval in an-
cient deposits, paleodischarge information should not be over inter-
preted, particularly with respect to paleoclimate inferences. Proxy
estimates of paleochannel dimensions are imprecise, and the paleomor-
phodynamic relationships presented here are crude, so these ap-
proaches are not suitable for detailed comparisons or predictions
within ancient deposits. Nonetheless paleomorphodynamic estimates
are a valuable tool for discriminating betweendifferent types of systems
and for constraining model input parameters.

5.1.2. Floodplain observations
Asdiscussed in Section4.4,floodplain aggradation patterns and the in-

fluence of floodplains on avulsion flow-path selection and stabilization
are relatively poorly understood. Ancient floodplain deposits record
paleo-landscape conditions including floodplain drainage, vegetation, to-
pography, relative overbank-sedimentation rates and styles, and basin
temperature and precipitation patterns (e.g. Willis and Beherensmeyer,
1994; Zaleha, 1997; Kraus, 1999; Wright et al., 2000; Retallack, 2001;
Wing et al., 2005). While much of this information is difficult to quantify,
relative differences within and between systems can be detected through
careful study of mudstone sedimentology and paleosol development. For
example, the lateral distribution of paleosol development away from
channel margins indicates how sedimentation rates vary as a function
of distance from channel margins (where higher sedimentation rates
are associated with weaker paleosol development; e.g. Bown and Kraus,
1987; Kraus, 1987; Willis and Beherensmeyer, 1994; Zaleha, 1997;
Fig. 20). Additionally, lateral changes in floodplain/paleosol character
(e.g. Wright et al., 2000) and erosionally truncated paleosol horizons
(e.g. Kraus and Middleton, 1987; Kraus and Davies-Vollum, 2004) can
be used to characterize paleo-floodplain topography and incision.

Kraus (1996) also differentiates avulsion-related-floodplain de-
posits from overbank-flooding deposits in the Willwood Formation
(Paleocene/Eocene, Bighorn Basin, Wyoming, USA). These differences
can be seen in other successions, including the Wasatch Formation
(early Paleogene, Piceance Creek Basin, Colorado, USA; Fig. 20). This dis-
tinction is helpful for identifying sedimentation patterns associated
with progradational-style avulsions. In contrast, the Ferris Formation
(Cretaceous/Paleogene, Hanna Basin Wyoming, USA) lacks avulsion-
specific deposits (Jones and Hajek, 2007) and instead comprises domi-
nantly overbank mudstones. Better characterization of paleosol and
floodplain variability in a wider array of ancient systems will help con-
strain floodplain-sedimentation patterns over architecture to basin
scales.

5.1.3. Avulsion thresholds
Preserved channel-levee deposits record post-avulsion landform

configurations and provide an opportunity to collect avulsion-threshold
data that is difficult to obtain from extant systems in which avulsion is
still ongoing, or occurred so recently that the long-term stability of the
avulsion cannot be determined. Paleoslope-ratio measurements (e.g.
Stouthamer and Berendsen, 2001) are useful, but require highly con-
strained elevation measurements from exceptional exposures or sub-
surface data. Mohrig et al. (2000) provide a basis for collecting
superelevation data from ancient deposits (e.g. Fig. 21), and other ob-
servations may elucidate additional aspects of avulsion thresholds
(e.g. Gibling et al., 2010, estimate channel-blockage ratios associated
with avulsion-initiating log jams in Pennsylvanian deposits). These
types of measurements need to be repeated in more ancient systems
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Fig. 20. Paleomorphodynamics – Floodplain observations. Example of floodplain and avulsion deposits in theWasatch Formation (Paleocene/Eocene, Piceance Creek Basin, CO). This
mudstone-dominated succession, capped by a channel-belt sandstone, exhibits distinct color banding resulting from paleosol development. Grain size is dominantly clay with
minor amounts of silt. In this interval dark reds tend to be well-developed paleosols (i.e. they exhibit many pronounced pedogenic features), whereas tan intervals generally
show only moderate pedogenic modification. Differences between moderate and strong paleosol development may be attributed to changes in sedimentation rate, where soil de-
velopment is strongest in zones with the lowest sedimentation rates (e.g. Bown and Kraus, 1987). Mapping changes in paleosol character along individual horizons and across a
basin can reveal spatial trends in sedimentation rate away from channel margins and overall basin accumulation patterns, respectively. Inset A: Closer view of paleosol color band-
ing; color bands reflect horizons within individual soil profiles and overlapping or amalgamated soil profiles resulting from long timescale floodplain aggradation. Inset B: Just
below the channel-belt sandstone, floodplain-deposit character changes; two substantial crevasse-splay sandstones stratigraphically precede the channel and the mudstone deposit
just below the channel changes to gray. The gray mudstone has higher silt content and shows virtually no pedogenic modification, indicating that it was deposited relatively rapidly
and was buried by the avulsed channel before a soil could develop. This pattern (increasing sedimentation rate, coarsening-upward, and abundant crevasse-splay deposits) is con-
sistent with avulsion deposits formed during progradational avulsion (e.g. Kraus and Wells, 1999).
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to further explore variability in avulsion thresholds. Additionally, multi-
story sandstones, particularly those with overbank deposits preserved
between stories, indicate abandonment and reoccupation (e.g. Mohrig
et al., 2000; Makaske et al., 2002; Aslan et al., 2005; Stouthamer,
2005). Determining the frequency of reoccupation after a significant
period of abandonmentmay provide constraints on avulsion thresholds
and characteristic flowpath selection over basin-filling timescales.

Jerolmack and Mohrig (2007) showed that the relative rate of
channel lateral migration vs. superelevation, reflected in a dimension-
less “mobility number”, strongly influences avulsion behavior and
planview channel-network style (and by implication, resulting alluvial
architecture) in Holocene fluvial systems. In ancient channel-belt
deposits, complementary estimates of channel lateral migration and
superelevation (i.e. channel-trajectory slope, Sylvester et al., 2011)
may prove to be similarly informative. While planview outcrop expo-
sures or shallow seismic datamay directly show channelmigration, fea-
tures such as bar-clinoform continuity or story asymmetry (c.f. Gibling,
2006) may indirectly reflect lateral mobility (where laterally persistent
clinoforms and highly asymmetric stories indicate forced bar migration
inmeandering systems). Relative vertical aggradation can also be deter-
mined from story fills using the ratio of lateral to vertical migration of
successive bar accretion surfaces (aggradation index of Gibling, 2006).
The degree to which individual story fills are preserved in multistory
sand bodies can also provide qualitative estimates of paleochannel
mobility relative to channel aggradation (Gibling, 2006; Lynds and
Hajek, 2006). Collectively these observations may allow a relative
mobility number to be estimated in ancient systems.

5.2. Architecture-scale comparisons

Architecture scale ranges from stacking style within individual
channel-belt sand bodies to basin-scale stacking of tens to hundreds
of sand bodies. Channel-belt internal architecture reflects channel-belt
migration processes and avulsion reoccupations. Understanding pro-
cesses at this scale necessitates channel-resolving models that include
dynamics such as channel widening and meandering. Simplified avul-
sion and architecture models are particularly adept at providing insight
into basin-scale stacking patterns that result from the combination of
autogenic avulsion dynamics, basin subsidence and sediment supply.
Determining the degree to which fluvial systems fill basins randomly
orwith characteristic structure provides insight into avulsion processes,
particularly channel flow-path selection, and statistical characterization
of basin-scale stratigraphy can be used to testmodel hypotheses related
to controls on alluvial architecture.

Given the diversity of ancient fluvial successions, it is not difficult to
findHolocene or ancient examples that are qualitatively consistentwith
a givenmodel result. However, quantitative comparisons between field
andmodel results are needed to rigorously test and validatemodel pre-
dictions. Statistical methods for characterizing stratigraphic stacking
patterns provide opportunities to pose hypotheses frommodeling stud-
ies in amanner that can be explored in a wide variety of alluvial succes-
sions, even those lacking high-resolution chronostratigraphy.

Hajek et al. (2010) provide an example of how statistical methods can
be used to determine the degree towhich paleoavulsionswere organized
or random. Spatial-point-process statistics are used to ascertain whether
the distribution of points or objectswithin a study area is randomor orga-
nized (Cressie, 1993; Diggle, 2003), and some statistics, including the K
function employed by Hajek et al., help determine whether spatial pat-
terns are clustered or evenly spaced at different scales. Fig. 22 (A-D)
shows examples of K function curves for hypothetical datasets. Such
quantitative measures are essential for discriminating between apparent
organization formed by happenstance and statistically significant organi-
zation resulting from structured behavior in pattern-forming (e.g. deposi-
tional) processes. The K function reveals that channel body distributions
in an autogenic physical experiment and a well-exposed fluvial outcrop
are nonrandom (Fig. 22). The experimental deposit was generated with



Fig. 21. Paleomorphodynamics – Avulsion thresholds. Example paleomorphodynamic measurements from the Huesca fluvial fan (Miocene, Ebro Basin, Spain; see also Donselaar
and Overeem (2008) for another interpreted panel of this outcrop). A: Outcrop photo. B: Panel interpreting major facies and stratigraphic features in A. Yellow=channel-belt sand-
stone deposits, dark green=proximal overank (e.g. levee and crevasse-splay) deposits, light green=fine-grained floodplain deposits. Heavy lines in channel sandstones indicate
major features such as bar clinoform surfaces, scours, or story breaks, and thin lines highlight dune-scale crossbeds. C: Schematic diagram showing the paleomordynamic measure-
ments made by Mohrig et al. (2000), and also levee width. D: Vertically exaggerated example of paleomorphodynamic measurements from panel B, including paleoflow-depth
estimate (H) from bar clinoforms showing up-dip rollover (indicating full preservation). Superelevation and scour depth are measured from a “distal” floodplain elevation estimated
by horizontally projecting the upper-most splay deposit associated with the channel-belt sandstone. Whiskers around paleoflow depth scale and shading around the projected distal
floodplain elevation emphasize that there is some degree of uncertainty associated with interpreting and measuring these features in ancient deposits.
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a non-cohesive sediment mixture, but nonetheless exhibits spatial orga-
nization derived entirely from autogenic channel migration processes
(Sheets et al., 2007). (Note that although the K function curve only barely
exceeds the random envelope from Monte Carlo simulations, the defini-
tion of “random” in this test is relatively strong: significance level of
0.02 for 99 simulations.) The ancient deposit shows stronger spatial pat-
terning where channel-belt sandstones are clustered throughout the
basin. Hajek et al. suggest this organization could arise from autogenic
avulsion behavior similar to that observed in Jerolmack and Paola (2007).

Straub et al. (2009) quantify stratigraphic architecture with the
“compensation index” which determines the degree to which deposi-
tional events accumulate randomly or compensationally within a basin.
Similar to the K function the compensation index can be used to quantify
random, compensational (even), or persistent (~clustered) stratigraphy.
Unlike the K function, which utilizes the spatial distribution of sand bod-
ies within a basin, the compensation index is calculated based on chron-
ostratigraphic surfaces and is consequently amenable to reflection
seismic datasets. The compensation index is a measure of the standard
deviation between two horizons relative to mean basin aggradation
rates (Fig. 23). If a basin fills evenly (i.e. each depositional event fills a to-
pographic low over some characteristic timescale), the standard devia-
tion of actual basin topography relative to mean aggradation rate will
be low, and the compensation index close to one. Conversely, if deposi-
tional events tend to cluster, the standard deviation of topography rela-
tive to mean basin aggradation is high and the compensation index
close to zero. If depositional events are completely random, the standard
deviation of basin topography relative to aggradation decays with expo-
nent 0.5 with increasing sample size (i.e. increasing time steps; compen-
sation index of 0.5).

When Straub et al. (2009)measured compensation indices in several
experimental and natural basin-fills, they found stacking patternswhich
fell somewhere between pure compensation and uniform-random end-
members, but were consistent with “noisy diffusion” (Jerolmack and
Sadler, 2007). The progradation-backfilling-avulsion cycles observed
in Sheets et al. (2002), Edmonds et al. (2009), and Dalman and Weltje
(2008) might be examples of deterministic avulsion processes
that could produce this pattern of “stochastic” compensation. In these
systems correlated patterns of channel deposition during the single-
channel phase transition to anti-correlated patterns over the course of
multiple avulsions (e.g. Martin et al., 2009).

5.3. Basin scale constraints

Basin-scale boundary conditions and the balance of sediment-
supply and accommodation rates determine aggradation/incision and
progradation/retrogradation at landscape (architecture) scale (e.g. Jervey,
1988; Paola, 2000). Basin-scalemass balance alsomoderates timescales of
basin filling and system response to allogenic forcing (e.g. Castelltort and
Van Den Driessche, 2003; Paola et al., 1992), as well as large-scale
autogenic moving-boundary dynamics (i.e. "autostratigraphy", Muto et
al., 2007). Mass-conserving architecture models should respond to
changes in accommodation and sediment supply in a manner consistent
with mass-balance models for shoreline migration (e.g. Wolinsky,
2009). This is particularly important for studies focused on alluvial archi-
tecture formed under changing boundary conditions (i.e. variable allo-
genic forcing). In this case basin-scale mass balance could be included
directly into the avulsion model (e.g. DW), or could be incorporated via
coupling to basin-scale diffusive or geometric models (e.g. DIONISOS).

The ability to place field data such as outcrop, core, or well logs in a
basin-scale and sequence-stratigraphic context can be a useful tool for
field-model comparisons. Paleomorphodynamic measurements can
help to accomplish this, particularly where estimates of paleodischarge
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Fig. 22. Architecture-scale metrics – Clustering. Examples of spatial point processes (A, C) with different distributions shown within unit squares and plots of the K function for each
distribution (B, D, respectively). B: The K function for a random distribution (A) plots entirely within the envelope (gray) for 99 Monte Carlo simulations. In contrast, the K function
for a multiscale pattern with small clusters of points that are regularly spaced across the study area. The K function for this pattern shows clustering (blue) over short scales, and
regularity (red) at scales approximately the distance between clusters (blue and red lines on C). Pattern in E is the distribution of channel deposits from a physical experiment
(NCED, DB03); K function for E shown in F. Lines on E indicate peak organization lengths (h) in the vertical and horizontal dimensions (red=regular and blue=clustering). Pattern
G shows the distribution of channel bodies in the Upper Cretaceous Ferris Fm (Wyoming, USA); corresponding point process in H. Both the experiment and field locality show sta-
tistically clustered alluvial architecture.
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can be acquired (Appendix A). For example in the case of deltaic systems,
estimates of backwater length Lwmay constrain distance from the shore-
line (e.g. Fig. 14; Jerolmack and Swenson, 2007). Similarly, estimates of
catchment area A from discharge Qw (e.g. Fig. 24A) can be used to con-
strain distance from the headwaters, Lsrc (Fig. 24B Hack Law; e.g. Dodds
and Rothman, 2000).

In a source-to-sink context, distance from source is a first-order con-
trol on bed-material grain size d50 (Fig. 24B Sternberg Law; e.g. Frings,
2008), e.g. coarse-grained systems such as fans or fan-deltas tend to
occur close to uplifted source areas, while sand-bed rivers occur further
downstream, with a gravel-sand transition between (e.g. Marr et al.,
2000). Combination of these basin-scale trends with reach-scale S and
Fr data (Fig. 4A) reveals the characteristic concave long profile associat-
ed with discharge accumulation and downstream fining (e.g. Sinha and
Parker, 1996), and the downstream transition from normal-to-
backwater hydrodynamics (e.g. Lamb et al., 2010) along the profile.

Similarly, paleomorphodynamic measurements can help constrain
model boundary conditions such as sediment supply Qs (Appendix A).
Taken together, paleomorphodynamic estimates of sediment supply
and landform scales (length, width, relief) can be used to constrain
dynamical timescales via (21), e.g. the expected nodal avulsion period
on a delta (given by the time to fill a channel-belt volume T~BcbLwH/Qs).
Combined estimates of bed-material load and washload may perhaps
provide constraints on net-to-gross (sand fraction) at architecture/
reservoir scale. The power of reach-scale paleomorphodynamic
measurements to constrain architecture-scale landformmorphology
and basin-scale context and forcing is only beginning to be explored,
with many opportunities waiting to be exploited.
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Fig. 23. Architecture-scale metrics – Compensation. Top: schematic diagram of compensational basin filling (from Straub et al., 2009). Lower left: Idealized compensation curves for
anti-compensational (channels always stack atop one another), random (channels fill basin randomly), or compensational (channels always fill basin lows) deposition. Lower right:
Compensation values for natural and experimental basins normalized by channel depth. Decay value (κ=0.75) suggests a mix of random and compensational deposition in each
basin. After Straub et al., 2009.
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Downstream sediment extraction and fining are also aspects of
basin-scale stratigraphy that can be used for validation and compar-
ing model results to field data. Strong et al.'s (2005) mass balance
framework for alluvial architecture comparisons helps normalize
stratigraphic patterns by downstream position relative to sediment
extraction. Their χ value is a measure of cumulative sediment extrac-
tion along the length of a basin. Strong et al. found that, for a given χ
value, basic alluvial architecture patterns such as sand fraction and
channel stacking density were remarkably consistent, even during
phases of an experiment with different boundary conditions. This
measure provides a way of normalizing stratigraphy within a basin
fill thus enabling more robust comparisons between simplified
model outputs, ancient strata, and experimental deposits.

6. Moving forward: coupled model-field campaigns

Simplified process models have greatly improved our understanding
of avulsion and alluvial architecture. At this point however, exploratory
models have generated what might be considered an overabundance of
hypotheses. As a result, further exploratory modeling will be of limited
use until we can test these hypotheses. Hence a priority moving forward
is developing our capability to “winnow the field” by evaluating alterna-
tive models with more rigorous comparisons to natural systems. Similar-
ly, the sedimentary record of any particular field site houses a wealth of
information on avulsion processes and their influence on paleo-landscape
evolution. Byproviding a common frameworkof comparison, andhelping
fill the unpreserved gaps in these imperfect records, process models can
be a powerful tool for both inter-site synthesis and for unraveling the
history of particular strata.

In advancing our understanding of avulsion processes and the ar-
chitectures they build, the full potential of process models can only be
realized, and the full depths of the sedimentary record tapped,
through interdisciplinary approaches that span temporal and spatial
scales, drawing on field studies, physical experiments, and numerical
modeling. This requires that modelers be aware of the possibilities
and limitations of ancient data, that stratigraphers be aware of the
possibilities and limitations of simplified process models, and that
both communities attempt to frame their hypotheses in a common
language which facilitates meaningful comparisons.

In attempting to translate model- and field-based hypotheses into
a common framework, the first and perhaps most difficult obstacle is
agreeing on how to answer the questions “Are the systems compara-
ble?” and “Do the predictions and/or observations agree?”. This re-
view highlights two powerful tools to facilitate passing this hurdle:
process-based morphodynamics and process-agnostic morphomet-
rics. As outlined in Sections 3 and 5 (see also Appendix A), the mor-
phodynamic paradigm provides a common reference frame for
evaluating process similarity between diverse models and field sites,
allowing model input parameters or field observations to be
expressed in roughly comparable quantitative terms. Similarly, mor-
phometric measurements allow comparison of predicted or observed
landform geometry and stratigraphic-pattern statistics on a relatively
even footing. Importantly, both tools allow comparison of systems
with widely differing scales via dimensionless measures such as pro-
cess dominance (e.g. transport-mode in Fig. 4C), channel-normalized
landform dimensions (Figs. 5B, 6B, 7D) or superelevation (Fig. 10),
and architecture-scale stacking patterns (Figs. 22, 23).

A critical step in connecting models with field data is identifying
key questions, using these to generate specific hypotheses, and de-
signing coupled field-modeling campaigns targeted at rigorously test-
ing predictions implied by these hypotheses. This review has
highlighted several key unresolved questions, such as the impact of
avulsion thresholds, flow-path selection, and floodplain processes
on river avulsion and alluvial architecture. One example of a specific
hypotheses arising from these questions could be “Backwater and
cohesive-sediment effects are a key factor in progradational avul-
sions”. From this hypothesis we might test for a predominance of pro-
gradational avulsions in low-slope coastal systems, but a relative
absence in steep coarse-grained systems. These predictions might
be tested by comparing paleomorphodynamic proxies between out-
crops with abundant vs. absent avulsion deposits, and by testing the
ability of simplified numerical models to produce progradational
avulsions (perhaps via a hierarchical approach, e.g. progressively add-
ing or removing processes).

image of Fig.�23


Fig. 24. Paleomorphodynamics – Basin controls. Variations in river systems as a func-
tion of drainage area, A (catchment size) from a composite database (Data taken
from Orton and Reading, 1993; Coleman and Huh, 2004; Syvitski and Saito, 2007;
Sømme et al., 2009b). A) Discharge Qw is strongly correlated with drainage area.
Black curve gives predicted discharge Qw≈PA based on constant precipitation (runoff)
P. B) Systematic trends (lines) between systems (points) as a function of catchment
size echo well-known downstream trends observed along a river profile. Black: dis-
tance from source Lsrc , i.e. Hack's Law for drainage basin hydrologic geometry (e.g.
Dodds and Rothman, 2000). Blue: bankfull channel width B, i.e. “Leopold's Law” for
channel hydraulic geometry (e.g. Leopold and Maddock, 1953). Red: bed-material
grain size d, i.e. Sternberg's Law of downstream fining (e.g. Frings, 2008).
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Simplified processes models can be used address both generic and
relatively specific scenarios, and targeted, fit-for-purpose model design
provides an avenue to investigate the interaction of avulsionwith other
processes (including waves and tides; e.g. Swenson, 2005; Jerolmack
and Swenson, 2007; Fagherazzi, 2008; Hood, 2010) and changes in
basin boundary conditions, and help link fluvial dynamics to upstream
and downstream components of the entire source-to-sink sediment
routing system. The field/subsurface measurements presented here
offer promise as means of comparing model predictions to ancient
and experimental basins. However, significant work is needed to im-
prove stratigraphic data collection and constrain uncertainty associated
with identifying measureable paleo-landforms in ancient deposits and
understanding preservation bias in the stratigraphic record. Despite
these obstacles, the rock record offers important opportunities to un-
derstand avulsion dynamics over long timescales and explore fluvial be-
havior in climatic, tectonic, and eustatic conditions that are difficult to
observe in modern or Holocene systems.

Our ability to invert the alluvial record for paleolandscape condi-
tions and ancient climate and tectonic changes requires better under-
standing of avulsion dynamics under both steady and changing
boundary conditions. Practically, this information will also enhance
subsurface reservoir modeling and prediction and will improve our
ability tomanage river and delta environments andmitigate hazards as-
sociated with avulsions. Understanding the links between avulsion
processes and products, and how each is represented in particular
models and datasets, is vital for validating models and making useful
predictions. Simplified process models offer a framework for integrat-
ing theory and observation from disparate sources and can serve as a
basis for interdisciplinary collaborations between geomorphologists
and stratigraphers.
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Appendix A. Paleomorphodynamics workflow

A.1. “1D” Paleomorphodynamics

1) Estimate average bankfull depth H and bed-material grain size d50
from outcrop, core, or well logs (Fig. 17; also see guidelines in
Bridge and Tye, 2000; Mohrig et al., 2000).

2) Use grain size d50 to estimate settling velocity ws and bedload-
entrainment velocity Uc,bedload (Fig. 4C; also see Ferguson and
Church, 2004; Brownlie, 1981), as well as Shields stress τ⁎ (Fig. 4B)
and shear stress τ (Eq. (12)).

3) From relative roughness d50 /H and Shields stress τ⁎ estimate
slope S and drag Cd (Fig. 18, Eq. (23)).

4) Estimate depth-averaged velocity U from shear stress τ and drag
Cd (Eq. (4)). Combined with step 2 this allows estimation of bed-
material transport mode, i.e. bedload vs. suspended load (Fig. 4C).

5) Use depth H, velocity U, and slope S to estimate Froude number Fr
(Eq. 8b) and backwater length Lw (Eq. 9). This allows the potential
influence of backwater andwater-surface effects to be constrained.

A.2. “2D” Paleomorphodynamics

6) If bankfull channel width B can be estimated (e.g. from outcrop,
Fig. 17, or via depth H and aspect ratio, Fig. 19), then discharge
Qw can be estimated via Eq. (11).

7) Use discharge Qw and slope S to estimate bed-material load Qs,b

from (14a), using grain-size class to estimate the transport coeffi-
cient Ks (e.g. Marr et al., 2000).

8) Discharge Qw can also be used to estimate drainage area A (Fig. 24A).
9) Use drainage area A to estimate distance from source Lsrc (Fig. 24B).
10)Drainage area A can also be used to estimate suspended load Qs,s

(e.g. Syvitski and Milliman, 2007).
11) Total load is given by Qs=Qs,b+washload≤Qs,b+Qs,s , because

bed-material may be partially transported in suspension. However
the estimates from step 4 can be used to constrain the relative im-
portance of suspension on bed-material transport (e.g. for gravel-
bed rivers typically Ubb ws so Qs,s≈washload).

A.3. “Extended 1D” Paleomorphodynamics

If flow width B is relatively unconstrained by 2D data, an alterna-
tive is to use grain size d50 to get a crude estimate of drainage area A
(Fig. 24B). Then step 8 can be inverted to estimate discharge Qw from
A, and step 6 can be inverted to estimate B from Qw. Steps 7 and 9–11
can then proceed unaltered.

A.4. Landform Scales

The paleomorphodynamics workflow (steps 1–11) is based on
fundamental morphodynamics and system-independent empirical
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relationships, so is applicable to any fluvial system. The information from
steps 1–4 can also be used to estimate process-dependent landformscales
which may or may not apply to a particular system. For unconfined
meandering systems, depth H and drag Cd can be used to estimate chan-
nel-beltwidthBcb≈25H/Cd (Fig. 5; Camporeale et al., 2005). Similarly, the
overbank-deposition decay length λ for a “wide and dry” floodplain
(Fig. 8B) can be estimated by the settling length Ls≈UH/ws[silt], where
ws[silt] is the settling velocity associated with distal-levee deposits, e.g.
d10 or just “silt”≈50 microns (Fig. 6).

A.5. Uncertainty

In the simplest case the entire workflow can proceed with “best
guess” estimates. However paleomorphodynamics inherently involves
quite significant uncertainties in both the basic measurements (steps
1 and 6) and the approximations based on modern analogue data (e.g.
residual scatter in Figs. 4, 18, 19, 24). In applications where quantifying
uncertainty is desirable (e.g. validating a simplified avulsion model, or
building a static reservoir model), propagation of uncertainties through
the workflow is relatively straightforward using a simple Monte Carlo
approach.
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