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Abstract

I. Climate change on ancient Mars.
I1. Exoplanet geodynamics and climate.

by
Edwin Stephen Kite
Doctor of Philosophy in Earth and Planetary Science
University of California, Berkeley
Professor Michael Manga, Chair

This thesis describes work related to long-term climate stability, on Mars and exoplanets.

Mars is the only planet known to record a major transition in planetary habitability.
The evidence for surface temperatures near the melting point of water on Early Mars is
difficult to explain, because theory predicts a faint young Sun. Seasonal snowmelt need not
require high annual mean temperatures, but surface water ice tends to migrate away from
the warmer regions of the planet where melting is energetically possible. In the first part of
this thesis I use geological analysis, mesoscale models, and idealized surface energy balance
models to examine two possible solutions to this problem.

Impacts into icy targets, groundwater outbursts, and phreatic explosions are all expected
to inject water vapor into the Mars atmosphere. I use mesoscale models to track the at-
mospheric response to these transient, localized vapor sources. Using idealized boundary
conditions, I show that storms with updraft speeds >50 m/s and localized precipitation are
expected near transient lakes >10% km? in size. Snow deposited in this way is out of equi-
librium with orbital forcing, and correspondingly more likely to melt. Canyon paleolakes
in the Valles Marineris are frequently associated with streams preserved on the plateaux
just downwind of the canyons. Using geologically realistic boundary conditions, I study the
atmospheric response to two short-lived paleolakes. In each case, the plateau streams are in
the locations expected for localized precipitation.

Liquid water availability favors lithification, so the Martian sedimentary rock record is
a wet-pass filter. Orbital variability strongly affects liquid water availability, so consid-
ering only averaged orbital conditions is neither sufficient not appropriate. To find the
likelihood of snow melting, I consider all possible orbital forcings using an idealized but
self-consistent model of snowpack energy balance and the CO, greenhouse effect. Seasonal
snowmelt on Early Mars is possible under unusual orbital conditions provided that the snow
is dust-contaminated. The predicted distribution of snowmelt can explain the distribution
of sedimentary rocks on Mars, but only if Mars had a thin atmosphere when the sedimentary



rocks formed. This framework is the first to link upcoming observations by the Mars Science
Laboratory Curiosity rover at the lower Gale Crater mound to past global climate on Mars.
The model makes predictions about the lower Gale Crater mound that can be tested using
Curiosity rover data.

Earth is the only example of long term climate stability that is available for study, so
long term climate stability is difficult to understand. Extrasolar planets may ameliorate this
problem of uniqueness. It is clear that rates of volcanic activity and of surface weathering
are important in regulating long term climate. In the second part of this thesis, I model
the rate of volcanism on massive Earth-like planets, and the surface weathering rate on
planets in 1:1 spin:orbit resonance. “Super-Earths” in the range 1-10 Earth masses have
been detected by radial velocity and transit methods. Using an idealized mantle thermal
evolution model to drive mantle-melting models, I show that the rate of volcanism on massive
Earth like planets is a weak function of planet mass. Planet mass can, however, affect
tectonics by changing the mode of mantle convection. Earth’s climate stability depends on a
negative feedback involving the temperature-dependent rate of weathering and mean surface
temperature. I use an idealized model to show that for intermediate surface pressures and
for low-opacity atmospheres, nonlinearities in the surface energy balance can reverse the sign
of this dependence on tidally-locked planets. This leads to climate instability.

I conclude by discussing future observations and research aimed at understanding long-
term climate stability.






1

Figure 0.1 The Venus Tablet from the Royal Library at Nineveh. The tablet records astro-
nomical information from ~3600 years ago (First Dynasty of Babylon). The Assyrian ruler
Ashurbanipal, a scholar, caused the information to be copied onto this clay tablet around
700 BCE. His library was uncovered by the explorer Austen Henry Layard and the archeol-
ogist Hormuzd Rassam 2500 years later. Through its reference to “the Year of the Golden
Throne,” this clay tablet now forms the basis for the chronology of the ancient Near East,
and of the fall of Babylon. Wikimedia Commons.
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“It’s important that we attempt to extend life beyond Earth now. It is the first time in the
four billion-year history of Earth that it’s been possible and that window could be open for
a long time — hopefully it is — or it could be open for a short time. We should err on the
side of caution, and do something now.”

— Elon Musk
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Chapter 1

Introduction.

1.1 Motivation and Context

Consciousness and technology are the product of a chain of unique evolutionary innovations.
These innovations (steps) are about equally spaced in time (Vermeij, 2006). This is expected
if each step requires the preceding step, and each is individually very unlikely in the age of
the Earth (Carter, 1983; Watson, 2008; Waltham, 2011) [E. Gaidos,“Seek a minor sun,”
unpublished manuscript]. Although simple cells cluster, complex multicellularity requires
complex cells (Knoll, 2011). These did not flourish until recently (Knoll, 2011). Long wait
times for biological innovations indicate that long-term climate stability is necessary for
complex life.

It is hard to understand long term climate stability with only one example. Earth’s
apparent climate stability may be just good luck (Edmond and Huh, 2003). Even if there
is a climate regulation mechanism (Walker et al., 1981), its ability to moderate climate may
collapse for small shifts in ecological and tectonic boundary conditions. Snowball episodes
suggest this (Kopp et al., 2005; Ward, 2009). It is possible that earth scientists will eventually
accumulate evidence for climate-regulating mechanisms that are effective for the range of
boundary conditions experienced by the Earth over its history (Zeebe and Caldeira, 2008).
Even in that case, the Earth’s planetary composition, early history, or both, could be fine-
tuned to allow climate stability. We cannot be sure if climate stability is common without
a second example of long term climate stability.

Mars is the best place to test the generality of climate-moderating processes. It is nearby;,
and attracts ~1 spacecraft/year. Orbiter data show that fluvial erosion and aqueous chemi-
cal weathering was relatively frequent in the first third of Mars history, but much more rare
thereafter (Solomon et al., 2005; Murchie et al., 2009b). Surface exploration has confirmed
this, and has discovered ancient evaporitic deposits that were reworked by flowing aqueous
fluids (McLennan et al., 2005; Grotzinger et al., 2006). The Early Mars climate problem
is to explain these observations given the faint light from the young Sun at Mars orbital



CHAPTER 1. INTRODUCTION. 2

now
|
|
I
(V) |
%] |
c|
=
S
e}
~0rigin
of life

complexity

Figure 1.1 Evolution of complexity over geological time. Early evolution consists of relaxation
away from a left wall of minimal complexity (Carroll, 2001). Crossing of some thresholds (the
human brain; Photosystem II; origin of life) permits explosive biomass growth above that threshold.
Threshold crossing leads to major restructuring of the environment, and the biomass of organisms
below the threshold is reduced (Pleistocene megafaunal extinctions; Neoproterozoic benthic mats,
grazed to destruction by early animals; oxygen toxicity; perhaps protolife). Complexity is hard to
define consistently across the tree of life. For example, evolution of mammals from basal eukaryotes
involved a gain of regulatory complexity, but a reduced number of protein domains and reduced
metabolic capability (Zmasek and Godzik, 2011). Many things are synonymous with biological
complexity (Carroll, 2001): energy throughput, efficiency, degree of consciousness, or grace (in the
sense of elegance and refinement).
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distance (Haberle, 1998). A standard approach is to set up an early high-density greenhouse
atmosphere. However, the high-density atmosphere hypothesis has serious weaknesses (Sec-
tion 1.2). I test alternative, thin-atmosphere hypotheses in Chapters 2-4. Chapters 2-3
are about transient, localized precipitation. Chapter 4 describes a global model in which
sedimentary rocks formed in globally cold conditions under a thin atmosphere.

Rocky extrasolar planets were confirmed to exist in 2011 (Batalha et al., 2011; Ferraz-
Mello et al., 2011). In principle, rocky exoplanet data are complementary to solar system
data in the study of long-term climate stability. Nearby exoplanets approximate a large
random sample of planets, but they are spatially unresolved and their sedimentary climate
archives are inaccessible (at least for the next few decades). On the other hand, solar system
worlds can be studied in high resolution and — at least for worlds with a sedimentary record —
studied in deep time. However, there are only a handful of Solar System worlds with surfaces
and with atmospheres that significantly alter surface conditions (Venus, Earth, Mars, Titan
and Triton). Alongside small-number statistics, another problem is the anthropic shadow
of Earth’s biosphere (Bostrom, 2010). For example, the solar system’s planets have eccen-
tricities that are unusually low, relative to the eccentricities of known exoplanets (Zakamska
et al., 2011). Our observation that planets in our own stellar system have low eccentrici-
ties is plausibly the result of the existence of Earth’s biosphere (if very high eccentricities
are unfavorable for life). Exoplanets break these anthropic degeneracies and allow ensemble
statistics (Howard et al., 2011).

Walker et al. (1981)’s weathering theory was extended to planets in general by Kasting
et al. (1993), who defined the Circumstellar Habitable Zone (CHZ) as a range of stellar fluxes
within which weathering feedbacks might moderate climate. Because potentially habitable
planets are a high priority, the CHZ is used to scope and prioritize exoplanet detection
and characterization missions (e.g. Postman, 2009). If Mars experienced long-term climate
stability in the past, then it was probably moderated by an analog of Earth’s carbonate-
silicate feedback (Halevy et al., 2007).

Requirements for rocky planet climate regulation through a weathering feedback include
(1)a supply of greenhouse gases and (2) a positive dependence of weathering rate on atmo-
spheric greenhouse-gas concentration. In Chapters 5 and 6 I study where these minimum
requirements break down, narrowing the CHZ. I introduce these chapters in §1.3.

The two parts of this thesis are linked by the goal of reducing the dimensionality of the
problem of rocky planet evolution. The long-term dream is a diagram for planets similar to
the Hertzsprung-Russell (HR) diagram for stars. When combined with an understanding of
nuclear fusion reactions in stellar cores (Burbidge et al., 1957), the HR diagram unifies pro-
cess and history on a single quantitative plot. Currently, the phase space density, evolution
rules, and axes of a planetary equivalent to the HR diagram are all uncertain, though some
attempts have been made (Sleep, 2000; Stevenson, 2003, 2004).
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1.2 The Early Mars climate problem

In this sub—section I give a short history of Mars climate and state the Early Mars climate
problem. I then map out components of the problem, showing the particular processes and
rock types targeted by this thesis. Finally, I state my assumptions.

Mars is interesting because it has a climate system like Earth’s, and the history of that
climate from >4 Gya to the present is recorded by sediments, ice deposits and geomorphology
(Forget et al., 2008; Bell, 2008). That history suggests that Mars’ surface was (if only briefly)
suitable for life early on (MEPAG, 2010). Mars has implications for humans as we move out
from Earth: if we choose to establish life beyond Earth, Mars is the obvious place to start.

The purpose of the U.S. Mars Exploration Program is to investigate all these possibilities
(MEPAG, 2010). Since 1997, the year of the first Mars rover, the program has achieved
enormous success. The Mars Exploration Rovers alone have yielded 27 Science research
papers and 11 Nature papers —and more are expected, because the Opportunity rover has just
completed a three-year drive to reach ancient layered materials that contain phyllosilicates
(Wray et al., 2009). A measure of this success is that a fifth Mars rover was recommended
to NASA as the first priority planetary flagship for the 2013-2022 decade by consensus of
the planetary community (National Research Council, 2011).

Mars has several advantages for the student of long term climate change. The evidence
is bolted in place, with no evidence for plate tectonics, little faulting, and no evidence
for significant (>10°) polar wander (Golombek and Phillips, 2009; Matsuyama and Manga,
2010). Diagenetic alteration of surface deposits has been minimal, so burial metamorphism
seems to have been rare (Tosca and Knoll, 2009). Given the relatively small amount of
ground truth knowledge from Mars, it is important to iterate between models, landing site
selection, and assimilation of lander data. One specific purpose of this thesis was to develop
ideas to support the selection of the landing site for the next (fourth) Mars rover, the Mars
Science Laboratory’s Curiosity (Kite et al., 2010; Kite, 2011; Kite et al., 2011).

Evidence for past climate on Mars divides into 3 epochs (Figure 1.2) (Bibring et al., 2006;
Carr and Head, 2010; Fassett and Head, 2011):-

e >4.0 Gya' (Pre Noachian - Early/Mid Noachian):
Deep crustal phyllosilicates, a magnetic field, shallow craters, and planetary-scale im-
pacts.
Mars differentiated into a core, a largely degassed mantle with multiple geochemical
reservoirs, and a crust much faster than Earth (Taylor and McLennan, 2009). Hf-
W data indicate that Mars formed so fast (core formation <3 Myr after CAls) that
it is probably a surviving planetesimal, the product of oligarchic growth (Dauphas

!There is some overlap between mineralogical epochs that are described here as being separate. Mars
absolute dates are based on crater chronologies. These dates are imprecise, because the source craters for the
precisely-dated Mars meteorites are not known. Relative dates are also uncertain because erosion variably
destroys craters, resetting surface ages.
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and Pourmand, 2011). In spite of convective mixing, the mantle retained isotopically
distinct magmatic source regions until at least 0.2 Gyr ago, perhaps because dense
cumulates from a magma ocean phase formed a persistent dense layer enveloping the
core (Debaille et al., 2007; Wenzel et al., 2004). The first few hundred million years
of crustal evolution are difficult to reconstruct from orbit (Nimmo and Tanaka, 2005).
Radiogenic '#Xe/!3%Xe systematics show that almost all mantle degassing occurred
during this period (Marty and Marti, 2002). Deep (presumably very old) crust ex-
posed by faulting in the Nili Fossae is basaltic, with low— to medium-temperature
aqueous alteration to clays, carbonate, zeolite, and serpentine (Ehlmann et al., 2009,
2010, 2011). Crater central peaks show pre-impact low-temperature hydrothermal al-
teration but minimal evidence for amphibolite-grade metamorphism. This relatively
low-temperature alterations requires that either early Mars had a lower heat flow than
thought, hydrothermal convection reduced the geothermal gradient (Fraeman et al.,
2009; Parmentier and Zuber, 2007), or the crater central peaks do not sample as deep
in the crust as currently thought. Volcanism had certainly begun by 4.09 Gya, the age
of the orthopyroxenite Mars meteorite ALH 84001 (Lapen et al., 2010). Early volcan-
ism may have been predominantly explosive rather than effusive, based on the rarity
of the high thermal-inertia bedrock that would be expected to be common in a lava-
dominated crust [Joshua L. Bandfield et al., “Pervasive Explosive Volcanism on Early
Mars: A Volcaniclastic Planet?” unpublished manuscript]. Mars’ early geodynamo
apparently shut down around this time, before the Hellas impact (Lillis et al., 2008).
Most phyllosilicates date from this time, and probably most shallow, rimless craters
also (Bibring et al., 2006; Irwin et al., 2005a; Howard et al., 2005; Forsberg-Taylor
et al., 2004; Boyce and Garbeil, 2007). Phyllosilicates formed mainly in the subsurface
(Ehlmann et al., 2011). The base of the altered volcaniclastic sequence draping the
Columbia Hills (investigated by Spirit) may date from this epoch (Crumpler et al.,
2011).

e 4.0 - 3.3 Gya (Late Noachian and Hesperian):

Valley networks followed by sulfate-rich sediments.

Regionally integrated, densely dissected valley networks mostly have crater retention
ages around the time of the Late Heavy Bombardment (Fassett and Head, 2008a;
Hoke and Hynek, 2009). Some have terminal chloride deposits (Osterloo et al., 2010).
Sulfate-rich sedimentary rocks (Malin and Edgett, 2000; Malin et al., 2010) formed
slightly after the regionally integrated valley networks (with some overlap) (Fassett
and Head, 2011). Both the Opportunity mission and the Curiosity mission target
sulfate-rich sedimentary rocks. Mineralogical evidence for hydrothermal activity de-
clines (Fairén et al., 2010; Marzo et al., 2010). By the end of this period crater
depth:diameter ratios are Moonlike (after correcting for Mars gravity) and fluvial re-
working of crater rims is minor relative to the crater volume (Boyce and Garbeil, 2007),
although occasionally spectacular (Williams et al., 2011).
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e <3.3 Gya (“Terminal Hesperian and Amazonian”):

FErosion rate falls to ~1 atom/year (Golombek et al., 2006). Continued volcanism and
tectonism, but very limited surface aqueous activity.

Mars’ color is mostly due to anhydrous nanophase ferric oxide, which indicates long
dry intervals (Goetz et al., 2005). The Mars surface environment appears to have only
marginally permitted snow or ice melting since the Noachian (Chapter 4). Neverthe-
less, there was some aqueous mineralization and channel formation after Mars’ early
active period had ended. For example, Spirit’s mission ended because of entrapment in
sands that had recently become encrusted with sulfates (Arvidson et al., 2010). These
sulfates are <10 Mya based on crater statistics [Raymond E. Arvidson, via email].
Veneers, rinds and fracture fills along the Opportunity traverse suggest minor aqueous
alteration <3 Gya (Knoll et al., 2008). From orbit, gully morphology suggests top-
down seasonal melting of snow on steep slopes within the last 105 Myr (Christensen,
2003; Morgan et al., 2010). Repeated warm-season streaks on very steep slopes are
consistent with present-day flow of liquid water or brine, although these observations
are unconfirmed and the water source is unclear (McEwen et al., 2011). In addition to
these apparently insolation-driven flows, volcanically-triggered outburst flooding oc-
curs episodically, most recently at Athabasca Valles (~ 2 Mya, Vaucher et al. (2009)).
Finally, there is clear evidence for impact triggered channel formation (Harrison et al.,
2010; Jones et al., 2011; Mangold, 2011) and alluvial fan formation triggered by the
<4 Mya Mojave impact [Mojave age from unpublished crater counts by Stephanie C.
Werner, via email].
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Figure 1.2 Capsule history of Mars. (After (Fassett and Head, 2011), Figure 2.)
This evidence leads to a problem:

The Early Mars climate problem:

1. What allowed widespread dendritic valley net-
works and sedimentary rocks on a planet in a dis-
tant orbit around a faint star?

2. What caused that environment to deteriorate?

Mars currently has a thin (6 mbar) CO, atmosphere and an annual average surface tem-
perature of ~210K. Annual average surface temperature 3.4 Gya, when the Sun was fainter
(Bahcall et al., 2001), would have been ~195K if everything else remained the same. Mar-
tian dendritic valley networks and fluvial cross-bedding required stable surface liquid water
(Grotzinger et al., 2006; Metz et al., 2009b). Therefore, dendritic valley networks and sed-
imentary rocks on Mars >3.4 Gya are surprising. Did Mars ever had a feedback-stabilized
climate like that of the Earth? If so, how long did it last, and why did it break down?

Past attempts to solve the Early Mars climate problem add 1-10 bars of CO5 to the Early
Mars atmosphere (Pollack et al., 1987; Forget and Pierrehumbert, 1997). The main strength
of this approach is that regulation of CO, by weathering is thought to have stabilized Earth’s
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climate against changes in solar luminosity (Walker et al., 1981). Moderation of temperature
by [COq]-temperature feedback is consistent with the sedimentary record of the last 2.5 x
10° yr on Earth (Grotzinger and Kasting, 1993; Grotzinger and James, 2000; Ridgwell and
Zeebe, 2005; Kah and Riding, 2007), although the absence of glaciations prior to 2.9 x 10?
Gyr may require non—[CO,| greenhouse forcing (Goldblatt and Zahnle, 2011).

This multibar-atmosphere approach has weaknesses:- (1) COq condensation sets an upper
limit on COy warming, which may be below the freezing point of water for Early Mars
(Squyres and Kasting, 1994). (2) Warming by COs clouds is limited by self-induced local
atmospheric warming and associated cloud dispersal (Colaprete and Toon, 2003). (3) Polar
collapse of thick CO, atmospheres is possible at low obliquity, and largely irreversible (Soto
et al., 2011). (4) Cold CO, atmospheres are vulnerable to photochemical decomposition into
lower-opacity components (CO; — CO + O) (Zahnle et al., 2008). (5) CO, has a weaker
greenhouse effect in the 100 mbar - 10 bar range than previously thought (Wordsworth
et al. (2010), see also Halevy et al. (2009)). (6) During partial melting of Mars’ reduced
mantle, C tends to remain in the solid phase as graphite (Hirschmann and Withers, 2008;
Stanley et al., 2011). Therefore, Mars basaltic eruptions are probably less COy rich than
Earth basaltic eruptions, and the total amount of degassed CO, may be too small for a
greenhouse (Grott et al., 2011). (7) Upper limits on °Ar* diffusion in ALH 84001 limit the
cumulative duration of annual-average temperature (T') excursions above ~273K since 4.1
Gya to <109 yr (Shuster and Weiss, 2005). If atmospheric CO, maintained T >273K, it
must have been removed very quickly to match this constraint.? (8) Oceans are needed to
inject enough water vapor into atmosphere to supplement the COs greenhouse and drive
a hydrological cycle. Lakes are insufficient to drive a hydrological cycle (Soto et al., 2010;
Wordsworth, 2010). Proposed evidence for a Mars ocean has historically not stood up
to further scrutiny (Newcomb, 1907; Hunt, 1909; Lowell, 1910; Parker et al., 1993; Malin
and Edgett, 1999; Williams et al., 2000; Carr and Head, 2003b; Matsuyama and Manga,
2010). Currently proposed evidence for a Mars ocean is very ambiguous. There is, however,
strong evidence for large paleolakes on Mars. (9) Sinks for a past thick COs atmosphere are
lacking. Impact erosion during the Late Heavy Bombardment and an early, intense solar
wind could have removed atmosphere more quickly (Brain and Jakosky, 1998). The rate
of carbonate formation before the LHB could also have been rapid. However, much of the
geological evidence for surface liquid water on Mars postdates the Late Heavy Bombardment.
Analyzer of Space Plasma and Energetic Atoms-3 (ASPERA-3) on Mars Express estimated
atmospheric erosion rates ~1 mbar COy/Gyr (Barabash et al., 2007), far too low to account
for significantly increased greenhouse forcing >3.4 Ga. A much more sophisticated inventory
of the escaping atmosphere will be made by the Mars Atmosphere and Volatile Evolution
Mission (MAVEN). Post-LHB surface sinks are insufficient to remove more than a few tens of
mbar CO, [E.S. Kite & 1. Halevy, “Martian climate under a brightening Sun,” unpublished
manuscript].

ZHowever, Cassata et al. (2010) found less restrictive bounds on radiogenic °Ar diffusion.
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The first and ninth arguments are probably the most important. These weaknesses
validate searching for alternative solutions.

Melting-point suppression by high salinity is probably not a viable solution to the Early
Mars climate problem, because sulfate brines freeze not far below the melting point of pure
water. Chlorides can lower the eutectic point to 218K, which would allow water to persist
on Mars’ surface under the Faint Young Sun with little change in atmospheric composition.
The surface of Don Juan Pond in the Antarctic Dry Valleys does not freeze in the Antarctic
winter (<243K) because of hypersalinity. Some Martian valleys do run into chloride deposits,
but the majority are either not associated with aqueous mineral deposits or are associated
with sulfates. Sulfate brines freeze at >263K (Fairén, 2010). Magnesium sulfate salts are
the most common sulfate salts on Mars (Murchie et al., 2009a). The MgSO -water eutectic
is 4K below the freezing point of fresh water, not low enough to solve the Early Mars climate
problem. Subaqueous ripple morphology does not constrain the salinity of runoff at the
Meridiani site (Lamb et al., 2011), so salty Mars rivers have not been ruled out.

A better alternative to a long-lived multibar atmosphere is rainout from ephemeral steam
greenhouses triggered by basin-forming impacts into icy crust (Segura et al., 2002, 2008; Toon
et al., 2010). Because “one-pass” rainout from each impact is insufficient to account for the
total erosion that is observed, the impact greenhouse hypothesis requires that a transient
hydrological cycle was triggered by the largest impacts. This is much easier if the cold,
pre-impact atmosphere had >10? mbar CO,, which adds to radiative forcing from H,O both
directly and by pressure-broadening H,O lines (Segura et al., 2008). The strongest arguments
for the impact hypothesis are:— valley incision appears to have peaked at the same time as
the impact flux (Toon et al., 2010); sufficient water is injected into the atmosphere by a large
impact to allow for intense rainfall (Segura et al., 2008); and the minor and largely cation-
conservative (although pervasive) weathering seen by Mars-orbiting infrared spectrometers
is not commensurate with long-distance transport of weathering products away from their
source, nor a long-lived global water cycle (Bandfield et al., 2011; Ehlmann et al., 2011). The
main arguments in favor of a prolonged water cycle are that not all craters overflowed, as
might be expected for a brief post-impact deluge (Barnhart et al., 2009), and the observation
of fluvial landforms such as deltas and meandering rivers that on Earth require many decades
to form (Malin and Edgett, 2003; Howard, 2009; Burr et al., 2009, 2010). The second
argument is stronger. Mars’ fluvial landscape does not follow terrestrial scaling laws and the
valley bottoms are not graded, suggesting a poorly-integrated, immature fluvial landscape
(Aharonson et al., 2002; Som et al., 2009). However this observation is consistent with a
long interval of fluvial activity occasionally interrupted by impact-ejecta resetting of the
landscape (Howard, 2007), and so does not require short lived impact-triggered flooding
events.

Though contradictory, these arguments are individually compelling. Therefore, not all
Early Mars landforms can be explained by the same climate. Mars Exploration Program data
have resolved the evidence for surface liquid water on Early Mars into about 20 types (Figure
1.3). The existence of stepped deltas is strong evidence that some Martian valleys formed in
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O(10') years (Kraal et al., 2008b; Kleinhans et al., 2010), because in laboratory experiments
this morphology requires rapid water release and the steps correspond to “bank erosion
during [valley] widening and incision” (Kraal et al., 2008b). This is consistent with areal
runoff driven by transient warming of the watershed surface, or with groundwater release.
However, 10® km long meandering rivers in the Gale-Aeolis-Zephyria region show multiple
periods of activity and inactivity and probably formed slowly [E.S. Kite, R.M.E. Williams,
N. Finnegan, L. Karlstrom and M. Manga, “The longest meandering floodplain on Mars:
The Aeolis meanders”, imaging proposal for potential future Mars landing site]. There is
also evidence for stratigraphic alternation of wet and dry conditions along the Opportunity
traverse (Metz et al., 2009b). These examples both lie within the time interval of the
sedimentary rocks. Quasi-periodic beds and bundles suggest that deposition of sediments
that now form the sulfate-rich sedimentary rocks on Mars was orbitally controlled (Lewis
et al., 2008), so plausible interpretation of these alternation is wet-dry cycles on orbital
timescales. (For Mars, these are precession: 175 Kyr; obliquity: 120 Kyr and 1.3 Myr;
eccentricity: 95 Kyr and 1.8-2.3 Myr (Toon et al., 1980). The frequencies vary with the
orbital elements (Huybers and Aharonson, 2010). Mars’ orbital elements vary chaotically
over time (Touma and Wisdom, 1993; Laskar and Robutel, 1993) up to obliquity 65° and
eccentricity 0.16 (median of a set of maximum values from an ensemble of Solar System
integrations: Laskar (2008).)

There is no a priori requirement for paleoclimate constraints from geology to overlap,
because Mars’ climate may have changed over time. Geomorphological and geochemical
classes of observations are spatially and stratigraphically separated, although there is some
overlap in time (Figures 1.2-1.3). Determining and quantifying the processes that formed
each type, in the context of internally consistent paleoclimate models, is a separate problem.
Therefore the Early Mars climate problem can be tackled piece by piece. This thesis relates
pre-modern, but still relatively young geomorphic features to local inputs of water and energy.
The hope is to provide insight into more ancient features whose geologic context is less clear.

The hypothesis of the first half of this thesis is that the processes that are capable of
forming surface liquid water in the present Mars climate — snowmelt (Clow, 1987; Squyres and
Kasting, 1994; Gaidos and Marion, 2003), unusual orbital conditions, and transient localized
supply of water vapor (Gulick and Baker, 1989) — are also the most important processes
for forming surface liquid water in the past. I make minimal changes to the modern Mars
climate. This approach is parsimonious, testable, and complementary to warm-wet early
Mars models widely used since the 1980s (Pollack et al., 1987).

The motivating image for Chapters 2 and 3 of this thesis is shown in Figure 1.4.
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Figure 1.3 Map of the Early Mars climate problem: context for the Mars chapters (2-4) of this
thesis. The Early Mars climate problem can be divided into distinct sub-problems. Italicized
text corresponds to sub-problems defined by aqueous minerals, upright text corresponds to
sub-problems defined by fluvial or fluvioglacial geomorphology. This ignores geomorphology
(outflow channels) where inferred paleodischarge is too large to have been sourced from
surface runoff. The sub-problems with solid boxes and bold lettering are addressed in this
thesis. The work in Chapters 2 and 3 is also relevant to the sub-problems in dotted boxes.
All other sub-problems are not directly addressed by this thesis. Colored letters correspond
to completed and planned investigations by long range rovers Spirit (red “S”), Opportunity
(green “O”) and Curiosity (blue “C”). The mineralogy follows Murchie et al. (2009b) and
Fassett and Head (2011).
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Figure 1.4 Channels incising both sides of a ridge just NW of Mojave Crater rim. Mojave
Crater is 60 km diameter, 7.5°N, and has a crater retention age <4 Myr [date from unpub-
lished crater counts by Stephanie C. Werner]. Scale bar is 500m. Channels on both sides
incise within 20m of the ridge. HiRISE orthorectified image with 50m contour intervals from
a HiRISE stereo DTM. HiRISE images PSP_001481_1875/PSP_002167_1880. N is up.
NASA/JPL/University of Arizona.

Mojave Crater is ground zero for the study of localized precipitation on Mars. Channels
and alluvial fans are found throughout Mojave’s inner rim. Mojave-sized impact craters
form every ~40 Myr on Mars, so the young crater retention age of Mojave’s proximal ejecta
(2-3 Mya) strongly suggests that it is the youngest crater of its size class on Mars (Hartmann
isochrons, 2004 iteration; crater retention age courtesy of Stephanie C. Werner, via email).
Mojave’s young age and the rarity of similar landforms elsewhere show that the Mojave
impact caused the channels and alluvial fans. The presence of channels on both sides of a
crater ridge that is beyond the rim argue strongly against post impact hydrothermal activity
or overflow of ponded ejecta as water sources. Impact-induced precipitation and ejecta
dewatering are viable hypotheses. Mojave is not alone: it is the youngest member of a
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class of fresh craters whose inner rims are dissected by flows and alluvial fans. For example,
degraded alluvial fans are also seen in a fresh crater in SE Isidis. Mojave, and craters like
it, suggest that global climate change is not necessary to produce alluvial fans on Mars.

Impact-induced precipitation, which is thought to have produced the Mojave fans (Williams
and Malin, 2008), has been proposed as an explanation for planetwide Noachian erosion. The
main fluvial-geomorphic observations for the Noachian are regionally-integrated valley net-
works, fluvially dissected crater rims, and craters with shallow floors that may be the result
of erosional infilling. Impact-induced precipitation has been proposed to explain the val-
ley networks and dissected crater rims (Toon et al., 2010). Shallow-floored craters may be
caused by ice inflow during the collapse of transient cavities in layered ice-and-rock targets
(Senft and Stewart, 2008). The alluvial fans in the young Mojave Crater have a volume too
small to affect the crater’s overall depth:diameter ratio, which is deep unlike the shallow-
floored Noachian craters. D/H ratios show that water has been lost from Mars over time
(Greenwood et al., 2008), so early Mars would have more ice. In this view, the absence of
young regionally-integrated valley networks on Mars could correspond to a reduction in the
volatile content of the target, and not global cooling.

Globally-averaged 1D models show that impacts have enough energy to drive global
Mars erosion (Segura et al., 2008). These globally averaged models are difficult to test:
impact energy for a 100km crater is 5 orders of magnitude larger than any human-controlled
explosion. The coupling constants relating impact energy to vapor release are therefore
uncertain (Plesko et al., 2009). Mojave Crater is a relatively small-scale, well-preserved
natural experiment in impact-triggered fluvial geomorphology.

Impact-induced precipitation and runoff is not well understood (Plesko et al., 2009). The
feedbacks are complex (Figure 1.4). The most poorly understood is the surface vapor injec-
tion boundary condition — water vapor release from post-impact mixtures of hot rock and
water (ice, liquid and vapor). This could involve diffuse degassing, fumaroles, geysers, inter-
mittent phreatic explosions, or a lake. To start attacking the impact-induced precipitation
problem, I take a subset of the problem — atmospheric response to a localized vapor release
that does not involve heating of the rock. Localized vapor release must have occurred during
outflow channel formation. The surface vapor injection boundary condition here is a liquid
water surface with or without ice. This is better understood.

In Chapters 2 and 3 I test the role of localized precipitation in forming opaline layered
deposits (Weitz et al., 2008) on plateaux downwind of outflow channel source regions in the
Valles Marineris. These layered deposits are interesting because they contain hydrated silica
and hydroxylated ferric sulfate, and the highest drainage densities preserved anywhere on
Mars — but date from a time when aqueous mineralization had largely shut down elsewhere on
Mars. This suggests unusual, localized conditions favored their formation, their preservation,
or both. Based on the results from Chapters 2 and 3, I have begun to apply the model to
impact induced precipitation more directly (Chapter 8).

The motivating image for Chapter 4 of this thesis is shown in Figure 1.6. This meandering
river on Mars requires significant surface liquid water over an extended period of time. How
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Figure 1.5 Processes relevant to impact-induced precipitation. The figure assumes a 100km-
diameter crater forming in a cold climate regime. Chapters 2 and 3 focus on processes in
the magenta box (mesoscale meteorological model). Work in progress uses impact shock
hydrocode output to set the initial conditions for the mesoscale meteorological model.
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does this constrain atmospheric pressure and greenhouse-gas composition at the time that
this meandering river formed?

Existing functions for mapping between ancient Mars observations and quantitative pa-
leoclimate may have been adequate for the limited data available from the Viking missions.
However, we know enormously more about the surface geology of Mars than a decade ago.
For example, Mars Reconnaissance Orbiter has returned more data than all other interplane-
tary missions combined. We now also have a sophisticated understanding of the relationship
between atmospheric composition and greenhouse forcing (Pierrehumbert, 2010). Histori-
cally, modelers have used T" > 273K as their goal (Haberle, 1998). Given a model of past
atmospheric composition, the transfer function is a radiative-convective model and the goal
is to reach T > 273K. Because it lumps all the data together, this is a weak foundation for
reconstructing past climate and climate change - especially given that Early Mars climate
change and deterioration is as interesting as the mean state. The most conservative climate
scenario that satisfies a given geologic constraint on fluvial discharge will involve seasonal
snowmelt. The goal of Chapter 4 is to build and trial a more realistic framework for mapping
between Early Mars data and models: a snowmelt framework.

Model Transfer function Data

A
Y

Past atmosphere | Snowmelt framework Sed. rock locations

Applied to sedimentary rock location data, the snowmelt model favors a marginally melt-
ing system and a relatively thin (O(10?) mbar) CO, paleo-atmosphere (Chapter 4). The
snowmelt transfer function is intended to be applied to other data in the future, includ-
ing downward-mobilized soluble elements at Troy (Arvidson et al., 2010), young channels at
Newton-Gorgonum (Howard and Moore, 2011), and perhaps the classic regionally-integrated
valley networks.

I make several assumptions about the Early Mars climate problem in the first part of this
thesis:

e Many or most of the sedimentary rocks on Mars formed in the first third of Solar System
history. For the valley networks this is almost certain based on crater chronology
calibrated to the absolutely-dated Lunar record and confirmed by measurement of
present-day impact rates (Malin et al., 2006; Hoke and Hynek, 2009; Neukum et al.,
2010). Sedimentary rock ages are less clear because they are eroded at unknown but
relatively high rates by aeolian processes, which obliterate craters (Smith et al., 2008).
Despite these uncertainties, it is known that the sulfate sedimentary rocks at both
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Figure 1.6 HiRISE stereo DTM of part of the Aeolis meanders. HiRISE images
PSP_006683-1740/PSP_010322_1740. This is a small part of a >600 km long river net-
work in the Gale-Aeolis-Zephyria region. N is up. Shaded relief with lighting from NW
(channels are preserved as ridges). The main (central) channel deposit has a direction of
flow from SE to NW based on present-day slope, regional sense of contributory confluences,
and upstream truncation of point-bar deposits. Two channel generations are visible in this
central deposit: a meandering lower deposit, and an upper deposit that follows the general
trend of the lower deposit but is less sinuous, does not meander, and appears to be narrower.
At least three chute cutoffs are visible in the lower channel, and there is a candidate crevasse
splay deposit emanating from the upper channel at maximum resolution. My DTM gives
a slope of 3 x 1072 for the upper channel along this reach, and 1.4 x 10~ for the more
sinuous lower channel, following all chute cutoffs. (DTM slopes are not precise for these
relatively short distances.) The black scale bar is 500m. Color scale extends from -2250m
(red) to -2371m (white). Absolute precision is estimated at ~20m from comparison with
Mars Orbiter Laser Altimeter (MOLA) tracks. All my DTMs (currently there are 12) are
available at www.climatefutures.com/stereo.
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the Opportunity and Curiosity landing sites formed in the first third of solar system
history (Carr and Head, 2010; Thomson et al., 2011).

e Sedimentary rocks and fluvial channels on Mars were in fact formed by liquid water,
rather than lava, wind, granular flow, COs or exotic fluids such as sulfuric acid (e.g.,
Cutts and Blasius (1981); Hoffman (2000); Leverington (2011)). Aqueous minerals
strongly support this assumption on a global scale. However, the liquid water assump-
tion has only been verified at the Opportunity landing site (McLennan and Grotzinger,
2008). It is not certain that liquid water is required for lithification of sedimentary
rocks, but this is a reasonable assumption (Lewis et al., 2008). Some of the sedimen-
tary rocks may be accumulations of tephra or ash (Hynek et al., 2003; Squyres et al.,
2007). Compaction of evaporites can lead to lithification at low overburden pressures
without liquid water (Warren, 2006), but on Earth liquid water is still required to form
the evaporites. Mars Exploration Rover observations at both Spirit and Opportunity
landing sites show loss of grain definition, indicating cementation (Herkenhoff et al.,
2008b; Crumpler et al., 2011). The median unconfined compressive strength of Merid-
iani sulfate sandstone is 11 MPa, estimated from Microscopic Imager observations of
Rock Abrasion Tool grind target porosity (Okubo, 2007), which is inconsistent with
an unconsolidated or weakly—indurated accumulation of clasts.

e Farly Mars had a semimagjor axis, obliquity pdf and eccentricity pdf similar to the
values calculated by Laskar et al. (2004) and Laskar (2008), which does not include
the reorganization of Solar System architecture around the time of the Late Heavy
Bombardment (~3.8 Gya) proposed by the Nice model (Gomes et al., 2005). Prior to
the Late Heavy Bombardment, if the Nice model is correct, Mars’ obliquity pdf would
have differed from the current chaotic pdf (Brasser and Walsh, 2011). A primordial high
Mars eccentricity would favor snowmelt. This has been shown to be possible by Agnor
and Lin (2011), but is considered improbable by other dynamicists [A. Morbidelli &
R. Brasser, via email]. Even if the Nice model is correct and the reorganization of the
giant planets changed Mars’ orbit, most of Mars’ exposed sedimentary rocks postdate
the Late Heavy Bombardment (Carr and Head, 2010).

o The standard model of the Faint Young Sun is correct. Neutrinos and helioseismology
confirm the stellar structure predicted by the standard solar model, so the standard
stellar model seems to be broadly correct (Bahcall et al., 2001). However, the Sun’s at-
mosphere is less metallic than expected from helioseismology (Serenelli, 2010). Adding
an early period of mass loss to solar models reduces this discrepancy, and would make
the young sun brighter (Guzik and Mussack, 2010; Turck-Chieze et al., 2011). The
inferred rates of mass loss are 1-2 orders of magnitude greater than those inferred for
nearby Sunlike stars, from astropause Ly-a« emission (Minton and Malhotra, 2007),
and lack of stellar wind continuum emission in X-band (Gaidos et al., 2000).
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o Greenhouse gases other than COy and Hy O did not significantly warm FEarly Mars
surface for long enough to explain the “slow-formed” data. Atmospheric models show
that SOy is quickly removed from the atmosphere (Tian et al., 2010), undermining a
proposed climate—weathering feedback involving SO,’s effect on surface temperature
(Halevy et al., 2007). However, photochemical models for Early Mars include neither
halogens nor heterogenous chemistry. Therefore, unmodeled exotic persistent green-
house gases (Gerstell et al., 2001; Marinova et al., 2005) may have been produced by
volcanic eruptions on Early Mars and could conceivably have warmed the surface for
long periods. This is the weakest assumption, but CO,/H,0 atmospheres are a simple
and conservative starting point.

1.3 Exoplanet observations and models

Earth’s atmosphere—ocean—biosphere reservoirs of noncondensible greenhouse gases, which
maintain Earth’s climate, are small compared to the quantity of CO, released into the
atmosphere by volcanoes and consumed by weathering over geological time. Therefore,
in the absence of a regulatory feedback, Earth’s climate would soon be destabilized. Any
habitable planet with tectonic activity and surface liquid water (like Earth) probably requires
regulatory feedback for long-term climate stability.

It’s easy to imagine habitable environments that are buffered against climate change
over the age of the Galaxy — but biological activity in these environments would be sluggish
and hard to detect. If the chemical reservoirs that maintain climate stability are much
larger than the fluxes, then climate destabilization may take longer than the age of the
Galaxy. For example, a planet could orbit far from (or unbound from) its parent star with
a thick Hy atmosphere (Pierrehumbert and Gaidos, 2011; Wordsworth, 2011; Abbot and
Switzer, 2011). The surface temperature is controlled by radiogenic heat, and decays on Gyr
timescales. Subsurface biospheres on Earth (Sleep and Zoback, 2007) and Europa are also
buffered against changing insolation. However, all of these systems have extremely low rate
of supply of redox disequilibrium (from photons, or hydrothermal reactions) (Soare et al.,
2002). Therefore, the rate of biological activity is reduced, and probably hard to detect from
interstellar distances. The biosphere of pre-photosynthetic Earth (Sleep and Bird, 2007) may
also have been cryptic.

Given the likelihood that regulatory feedback is required for long term stability of observ-
able climates, Chapters 5 and 6 test the sensitivity of the feedback thought to be responsible
for Earth’s climate stability (carbonate-silicate weathering feedback) to changes in planet
parameters away from Earth. In addition, they predict how atmospheric degassing rate and
atmospheric thickness changes. Chapter 5 tests sensitivity to planet mass, and Chapter 6
tests sensitivity to spin rate (synchronous versus asynchronous rotation).

Chapter 5 discusses the tectonics of Super-Earths. The Solar System lacks objects be-
tween 1 and 14.5 Earth masses, but these are found in large numbers around other stars
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(Howard et al., 2010). They are easier to characterize atmospherically (higher S/N) than
true Earths (Bean et al., 2010a). They could have rocky or fluid surfaces. It is not clear
how common planets with rocky surfaces are. Some planets exist with densities suggestive of
rock/metal mixtures, but Kepler’s bevy of small-radius planet candidates has an uncertain
mean density. The best-fit single density for the ensemble of small-radius planets requires
at least some rock component, although this is an extrapolation from objects with radius >
2.0 Rgarn (Howard et al., 2011). Jitter measurements by Gaidos et al. (2011) using M2K
data suggest a large population of rocky Earths. Smaller-radius planets are more likely to
be rocky both because they are less likely to have reached the nucleation mass to accrete
significant quantities of nebular gas (Ikoma et al., 2001), and any gas they have accreted
is more easily lost by escape to space. At least some Super-Earths do have rocky surfaces
(Batalha et al., 2011). Chapter 5 emphasizes super-Earths with rocky surfaces.

The question is how sensitive Earth’s rate of volcanism (and Earth’s habitability) is to
Earth’s mass. The rate of volcanism rations the supply of hydrogen to pre-photosynthetic
hydrogen-limited ecologies (Sleep and Zoback, 2007). On habitable planets, volcanism offsets
weathering losses (and escape to of the atmosphere to space). For a planet that sheds
internal energy by conduction through the surface boundary layer at the same rate at which
it produces internal energy through radiogenic decay, the rate of convective heat loss is
regulated by the viscosity of the mantle (Tozer, 1969). Solid silicate viscosity is exponentially
temperature dependent (Karato, 2008), so small changes in mantle temperature lead to large
changes in convective heat supply. A bigger Earth must be internally hotter in equilibrium
(because of small surface area to volume ratio), but only by order 10*> K (a few percent).
Early Earth is a local analog for Super-Earth tectonics, because of Early Earth’s higher
rate of radiogenic heat production. Ancient lavas formed at higher temperatures (Herzberg
et al., 2010). This suggests that FEarth-like plate tectonics and volcanism is possible on
Super-Earths. However, there is a major complication: Earth’s mantle temperature is only
just above the solidus, and only in some regions. Magmatism — and associated volcanic
degassing — only just occurs. Because Earth is near the solidus, a small increase in mantle
temperature (as expected for super-Earths) could greatly increase the rate of volcanism,
perhaps enough to shut down plate tectonics. Chapter 5 explores this possibility.

Chapter 6 discusses climate stability for planets where the principal climate-regulating
gas (the “COs equivalent”) is also the main component of the atmosphere. For a cloud-
and dust- free atmosphere, mean surface temperature always increases with increasing CO,
pressure. However, the maximum surface temperature can either increase or decrease with
increasing pressure. That is because the thickened atmosphere exchanges sensible heat with
the surface. Increasing COs buffers the maximum surface temperature by increasing the
effective thermal inertia of the surface atmosphere system (reducing noontime tempera-
tures), transporting heat away from the substellar point by advective cooling, or both. The
maximum temperature rises when the pressure goes down (Richardson and Mischna, 2005)
(Figure 1.6).

To regulate climate, a weathering process must be positively temperature dependent.
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However, on a planet where the maximum surface temperature is bigger than the mean
surface temperature (atmospheres that are not very thick), the weathering rate can increase
as the planet average pressure and temperature goes down. The result is a rapid atmospheric
collapse to a much lower pressure level, where weathering rate is limited by the pressure of
the greenhouse gas or by the stability of a liquid solvent (e.g., water).
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Figure 1.7 Effect of pressure on planetary temperature. Modified after Richardson & Mischna
(2005), their Figure 13b. The green line corresponds to the triple point of water. At high
pressures, a small decrease in COs concentration lowers maximum temperature so transient
liquid water potential, and with it carbonate formation rates, will decrease. This is a negative
feedback similar to the carbonate-silicate feedback that is thought to restabilize Earth’s
climate after temperature excursions. However at the low pressures that are relevant to the
past 3 Gyr of climate on Mars, a small decrease in CO4 concentration will increase maximum
temperatures a positive feedback.
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Mars may have passed through such an atmospheric collapse (mediated by carbonate
formation) in the past. Liquid water stability rectifies weathering rate. For example, micro-
bial activity, which underpins almost all Earth weathering, is much quicker in a fridge than
a freezer. As an example, Mars is currently near the triple point of water [E.S. Kite and I.
Halevy, “Martian climate under a brightening Sun,” unpublished manuscript] (Kahn, 1985;
Richardson and Mischna, 2005). Carbonates are present at the percent level in the global
soil. The total inventory is up to several tens of mbar. Suppose an initial state after the end
of valley network formation, with no liquid water anywhere on the planet (~ 3.0 Gya). The
combined effect of escape of carbon to space, and resupply of carbon by volcanism, is zero.
Carbonate cannot form because there is no liquid water. As solar luminosity increases (up-
wards arrow on Figure 1.8) peak daily temperatures reach the liquid water stability range.
Carbon dioxide is drawn down as carbonate, moving the climate system to the right. This
reduces the damping effect of the atmosphere on the diurnal temperature range: although
mean temperature declines with the decline in greenhouse effect, the diurnal peak tempera-
ture increases. The fraction of surface area over which liquid water is stable increases. This
causes further CO, drawdown, initiating a runaway decline in atmospheric pressure. The
speed limit on the runaway is the resupply of fresh minerals to the weathering zone, which
will depend on the rates of tectonic uplift and on erosion.

Testing this idea requires accurate measurements of the present-day carbon escape flux
from Mars (MAVEN mission), and a histogram of the ages of the carbonates in Mars’ soil
and dust (which should show a peak at around the atmospheric—collapse age). Until then,
we cannot say if this process was important in the history of the real Mars.

This idea is also relevant to planet-averaged weathering rate for planets in 1:1 spin orbit
resonance. Planets in the habitable zones around M-dwarfs will be tidally locked. For
1:1 spin-orbit resonance, temperature within the weathering zone (soil/regolith/saprolite) is
constant with depth. Therefore, changes in temperature due to weathering-induced pressure
changes (which are much slower than the time for propagation of a thermal pulse through
the weathering zone) have the same sign with depth. This enormously simplifies the analysis
for an Earth-like planet. Rocky planets around nearby M-dwarfs are high priority targets
because they are easier to characterize than rocky planets around G-type stars. Chapter
6 discusses weathering-induced destabilization of habitable climates around tidally-locked
planets.

The model in Chapter 6 predicts that if the conditions for the instability are met often,
then the ensemble of rocky extrasolar planets will have a bimodal histogram of day-night
surface temperature contrast. Atmospheric pressures will be either small (large day-night
surface temperature contrast) or large (small day-night surface temperature contrast), with
intermediate pressures excluded by the instability. The Spitzer Space Telescope has begun
to measure day-night temperature contrasts for giant planets (Knutson et al., 2007), and
JWST will be able to measure phase curves for close-in rocky extrasolar planets (Deming
et al., 2009).
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Figure 1.8 Effect of solar luminosity on Mars’ maximum temperature. Concave-up curves corre-
spond to the relationship between maximum temperature and pressure for solar luminosity 2 Gyr
ago (bottom), now (middle), and 2 Gyr in the future (top). The blue shading corresponds to the
extent of transient liquid water potential. For the present solar luminosity, two stable states exist
(corresponding to the filled black circles). The high-pressure feedback-stabilized state corresponds
to a temperature limit on liquid water formation (e.g. Halevy et al. (2007)), and the low-pressure
feedback-stabilized state corresponds to a pressure limit on liquid water formation. The open black
circle corresponds to the onset of transient liquid water (without evaporative cooling). Pressure-
temperature combinations between the open black circle and the pressure-limited stable state cross
the area of transient liquid water potential. Therefore, they are unstable to carbonate formation
and will undergo a climate transition to the pressure-limited stable state. Pressure-temperature
combinations between the open black circle and the temperature-limited stable state do not cross
the area of transient liquid water potential - they are in the dead zone of (Richardson and Mischna,
2005). Therefore, they are neutrally stable. The stabilizing and destabilizing feedbacks in the
Martian carbon-climate system evolve under increasing solar luminosity. Pressures that are origi-
nally neutrally stable in the dead zone are brought by increasing solar luminosity toward transient
liquid water stability (vertical black arrow). However, increasing pressure (for example, through
volcanic activity) can delay the climate transition (oblique black arrow). By 2 Gyr in the future
(top curve), the “dead zone” no longer exists - transient liquid water occurs for all pressures. At
this point, Marslike planets (those that do not degas enough volcanic CO5 to balance carbonate
formation) that until then have resided in the temperature-limited stable state will collapse to the
pressure-limited stable state of (Kahn, 1985).
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Chapter 2

Localized precipitation on Mars:
idealized simulations.

This chapter was published as: Kite, E. S., T. I. Michaels, S. Rafkin, M. Manga, and W.
E. Dietrich (2011), “Localized precipitation and runoff on Mars,” Journal of Geophysical
Research, 116, E07002, doi:10.1029/2010JE003783.

Summary

We use the Mars Regional Atmospheric Modeling System (MRAMS) to simulate lake storms
on Mars, finding that intense localized precipitation will occur for lake size >10% km?. Mars
has a low-density atmosphere, so deep convection can be triggered by small amounts of latent
heat release. In our reference simulation, the buoyant plume lifts vapor above condensation
level, forming a 20km-high optically-thick cloud. Ice grains grow to 200 pum radius and fall
near (or in) the lake at mean rates up to 1.5 mm/hr water equivalent (maximum rates up
to 6 mm/hr water equivalent). Because atmospheric temperatures outside the surface layer
are always well below 273K, supersaturation and condensation begin at low altitudes above
lakes on Mars. In contrast to Earth lake-effect storms, lake storms on Mars involve contin-
uous precipitation, and their vertical velocities and plume heights exceed those of tropical
thunderstorms on Earth. For lake sizes 10?5 - 103® km, plume vertical velocity scales lin-
early with lake area. Convection does not reach above the planetary boundary layer for lakes
<103 km? or for atmospheric pressure > O(10%) mbar. Instead, vapor is advected downwind
with little cloud formation. Precipitation occurs as snow, and the daytime radiative forcing
at the land surface due to plume vapor and storm clouds is too small to melt snow directly
(< 10 W/m?). However, if orbital conditions are favorable, then the snow may be seasonally
unstable to melting and produce runoff to form channels. We calculate the probability of
melting by running idealized thermal models for all possible orbital conditions and weighting
their outcomes by probabilities given by long-term integrations of the chaotic diffusion of
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solar system orbital elements (Laskar et al., 2004). With this approach, we determine that
for an equatorial vapor source, sunlight 15% fainter than at present, and snowpack with
albedo 0.28 (0.35), melting may occur with 4% (0.1%) probability. This rises to 56% (12%)
if the ancient greenhouse effect was modestly (6K) greater than today.

2.1 Introduction

Evidence for runoff on Mars shows it to be patchy in both space and time (Kraal et al.,
2008b; Williams, 2007; Weitz et al., 2008; Fassett and Head, 2008b; Hynek et al., 2010; Carr
and Malin, 2000), so perhaps past precipitation was also patchy. Because patchy surface
vapor sources cannot persist in equilibrium with a dry atmosphere (Richardson and Soto,
2008a,b), vapor would have to be supplied from an environment not in equilibrium with
surface conditions. Such environments can be transient, such as an impact lake, or long-
lived, such as the base of a wet-based ice-sheet. They can be high-temperature, such as
fumaroles (or a lava flow advancing over snowpack), or involve only moderate temperatures,
such as groundwater discharge. Liquid water has been present on the surface (though out-of-
equilibrium) intermittently over a broad interval of Mars history. For example, groundwater
discharges have occurred at least from the Late Noachian through Early Amazonian (Carr
and Head, 2010). Impacts into icy targets have probably formed short-lived impact lakes
throughout Martian history.

Here we use a mesoscale model to explore the atmospheric response to one example of a
non-equilibrium vapor source: an ephemeral lake on a cold desert Mars. We track the fate
of vapor supplied by the lake from release, through cloud formation, to precipitation, and
consider whether the resulting snow will melt and provide runoff to form channels. Lake
size, solar luminosity, lake geometry, and atmospheric pressure all affect the results. Only
idealized results are presented in this chapter: Chapter 3 uses the same model for a case
study of the Juventae plateau inverted channel networks (Weitz et al., 2008).

Low volumetric heat capacity makes the Mars atmosphere’s response to lake vapor release
similar to tropical moist convection on Earth, so we borrow ideas from tropical meteorology
to understand our results (e.g. Emanuel (1994)). Figure 2.1 shows the low-pressure lake
effect: condensation of a small amount of vapor in a thin atmosphere can produce strong
convection, which in Earth’s thick atmosphere would require condensation of a large amount
of vapor and correspondingly high water surface temperatures.
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Figure 2.1 To show dependence of lake-driven convection on lake temperature and atmospheric
pressure. Moist convection is enhanced on low-pressure Mars relative to 1-bar Earth because more
buoyancy is produced for a given sea-surface temperature or lake-surface temperature. One measure
of the strength of convection is the maximum vertical velocity of an updraft wypax ( = V2CAPE,
where CAPE is Convective Available Potential Energy), the so-called thermodynamic speed limit
(Markowski and Richardson, 2010). Suppose the Level of Free Convection (LFC) to be at the
surface and the Equilibrium Level (EL) at 1.5km for both planets. Suppose complete isobaric
condensation and precipitation of a parcel at 50% humidity at the surface. In an otherwise dry
atmosphere, and neglecting some second-order thermodynamic corrections, wyax is then as shown.
The red curve is for today’s Mars, the blue curve is for today’s Earth, and the magenta curve is the
pressure used in our Mars simulations. The black arrow shows that convection above a 5°C lake
on Mars may be as vigorous as above a 72°C lake on Earth. The orange curve corresponds to the
threshold pressure above which we suspect localized precipitation on Mars does not occur. Values
used: ¢p Mars 770 J/kg; ¢p Earth 1003 J/kg; Rparen = 287 J K™! mol ~1; Rypars = 189 J K1 mol
—1. Mars gravity ¢ = 3.7 m s72; ggarth = 9.8 m s~2; latent heat of sublimation Lg ~ latent heat of
evaporation Le ~ 2.5 x 10% J/kg; saturation vapor pressure curve from (Hardy, 1998).
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Localized precipitation on a cold desert planet is normally transient precipitation. A
warm, wet patch connected to the global atmosphere will lose water to cold traps elsewhere
on the planet (Richardson and Soto, 2008a); the water table will withdraw to the subsurface
because of evaporative losses (Richardson and Soto, 2008b). In the absence of an external
heat source, evaporative and radiative cooling will cause any lake to quickly freeze (Lorenz
et al., 2005; Conway et al., 2011)!. As the ice thickens, ice surface temperature will fall and
the lower saturation vapor pressure will cause the rate of vapor release to greatly decrease.
For realistic external heat sources, the lake lifetime is still short. For example, consider an
impact-generated lake near the freezing point overlying shocked basalt that is initially at
1000 °C. The lake is assumed to be well-mixed by waves driven by lake-effect and impact-
thermal storms, and convection driven by bottom heating. Icing-over is inevitable when the
heat flow from the interior of the lake toward the surface is less than the evaporative and
radiative losses at the surface. The maximum time before icing over, ¢, is therefore

~ D(Tb — T)Cbpb
(EL, + oT?)

where D is the depth of pervasive fracturing within the rock ejecta, T}, = 1273K is the
initial temperature of the basalt, T' = 278.15K is lake surface temperature, ¢, = 840 J/kg/K
the specific heat capacity of the basalt, p, = 2000 kg/m? the density of the fractured basalt,
L, ~ 2.5 x 10° J/kg the latent heat of vaporization, and ¢ = 5.67 x 107 W/m? /K% is the
Stefan-Boltzmann constant. From the results in this paper (Table 2), we set the evaporation
rate £ = 2 kg/m?/hr. We choose T' = 278.15K because it is just above the temperature of
maximum density of pure water at 277.14K. For D = 100m we obtain ~4 Earth years: a
geological instant. The true timescale will be less. For example, if fractures within the ejecta
anneal, the relevant timescale is conductive cooling of a half-space (the ejecta layer) by an
isothermal boundary condition (the well-mixed lake) until the heat flow into the bottom of
the lake is less than heat loss at the top of the lake (Turcotte and Schubert, 2002):

m(k(Tb—T))Q(l 2.2)

EL, +0T*) (7k)

In this case, the conductive heat flow can only balance evaporative plus radiative losses for
~3 days for thermal diffusivity £ = 107% m? s~! and thermal conductivity k& = 2.5 W/m/K:
after this, an ice cover must form.

Therefore, we are interested in spatially restricted (10° - 10* km) water sources which
cease to emit vapor in timescales < 1 year. This is the domain of mesoscale modeling. We
use the Mars Regional Atmospheric Modeling System (MRAMS), also used for entry, descent
and landing simulations for the Mars Exploration Rovers, Mars Phoenix, and Mars Science

(2.1)

IThese arguments do not apply to springs, nor proglacial discharge of subglacial meltwater. In these
cases, under cold conditions, any given parcel of water will freeze over, but a sustained vapor source can
nevertheless exist at the discharge site.
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Laboratory (Appendix A; Rafkin et al. (2001); Michaels and Rafkin (2008)). MRAMS explic-
itly resolves the size spectrum of dust and water ice aerosol for both cloud microphysics and
radiative transfer, so it is well-suited for our cloud-forming numerical experiments (Michaels

and Rafkin, 2008).

2.2 Localized precipitation on Mars:
order-of-magnitude reasoning

Consider liquid water at the surface of Mars: the atmospheric temperature is similar to today.
The surface is not entirely frozen because drainage or filling stirs the lake and mechanically
disrupts the ice cover, convection mines heat from an underlying hot layer to balance evap-
orative cooling, subsurface discharge outpaces evaporation, or fumaroles and gas-charged
fountains inject vapor and small droplets directly to the atmosphere. The injection rate is
approximately (Emanuel, 1994)

Qn ~ Cp|Val(rs — 1) (2.3)

where Cp ~ 1073 is a surface exchange coefficient (Emanuel (1994), p.484), V, ~ 10 ms™*

is anemometer-level wind speed, 7} ~ 0.5 is the near-surface vapor mixing ratio, and r;, >~ 0
is the background water vapor mixing ratio. To convert this to the vapor mixing ratio in air
that enters the buoyant plume we require a length scale (a vertical distance over which the
vapor is mixed) and a timescale (during which the vapor is injected). A reasonable length
scale is the thickness of the subcloud layer AZ,. ~ 2 km. A reasonable time scale is the
fetch timescale tf = Diake /|Va| ~ 2 hours for a 65km lake (where D, is lake diameter).
This gives a vapor mixing ratio in air that enters the buoyant plume, r ~ 0.01 = 6 Pa.
Convection initiation is made more likely by Mars’ low atmospheric temperatures. Air
containing 6 Pa vapor will be supersaturated with respect to ice when 7' < 227K (Hardy,
1998). Mars today has an atmospheric surface layer 20K on average colder than its ground
surface temperature (European Mars Climate Database v4.3, described by Lewis et al.
(1999); Millour et al. (2008); henceforth European Mars Climate Database). For example, at
Ls = 255° (near perihelion) the latitudinal maximum in zonally-averaged diurnal maximum
surface temperature is 304K, but the zonal mean daily maximum atmospheric surface layer
temperature at this latitude is only 265K. This offset is due to the low atmospheric column
density, because (for fixed atmospheric compositional mixing ratios and assuming the atmo-
sphere to be optically thin in the thermal IR) this reduces radiative and mechanical coupling
between the atmosphere and surface (Pierrehumbert, 2010). In the current climate, diurnal
mean equatorial atmospheric temperature is below 227K at all altitudes and all times of the
year (European Mars Climate Database). Because of these low temperatures, supersatura-
tion of the vapor (and nucleation and growth via deposition) occurs close to the ground.
On Earth, the strongest lake storms are associated with rare cold-air outbreaks and large
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air-lake temperature contrasts (Markowski and Richardson, 2010). For Mars (assuming the
atmosphere is similar to the present Mars atmosphere), a large air-lake temperature contrast
will occur for ephemeral lakes that form at any season and any latitude.

Mars’ low atmospheric pressure promotes deep convection (Figure 2.1). Because of the
low volumetric heat capacity, we assume that the plume will accelerate upward until 90% of
the vapor has crystallized. Assuming that no precipitation occurs, with an empirical lapse
rate of I' ~ 1.5 K/km (from the European Mars Climate Database) and the Clapeyron slope
for ice at 230K, this occurs 12 km above cloudbase.

During this ascent, the plume will have gained Convectively Available Potential Energy

(CAPE):

MC
CAPE ~ pag/ T~ (14 p)dz (2.4)
CB

where p, is atmospheric density, g = 3.7 m/s? is Mars gravity, MC is the elevation of
almost-complete condensation, C'B is cloud base, T is temperature within the plume, 7" the
environmental temperature, and p the ice mixing ratio (Rogers and Yau, 1989). This assumes
that there is no precipitation of ice out of the parcel. Approximating the ice crystallization
as linear from 0 at C'B to complete at MC, we obtain T'— 17" = rL,/ccoz ~ 30 K so T'/T’
~ 1.15 upon complete crystallization (here, ccoo is specific heat capacity for COs). p ~
0.01 can then be set aside as negligible. Thus CAPFE gained during ascent ~ 3000 J/kg
and peak vertical velocity Wyax = /2CAPE/p, ~ 80 m/s. We have ignored differential
pressure gradient acceleration and compensating downward motions (Rogers and Yau, 1989)
in obtaining this result. The plume will continue to ascend well above MC, but will decelerate
as it entrains more ambient air and spreads to form an anvil cloud. The ascent timescale
Lascend 18 12 km / 0.5Wy,. = 300s. Attention now shifts to the growing ice crystals.

We assume heterogenous nucleation of ice occurs on dust. Equatorial dust opacity 74
is typically 0.01-0.05 during northern summer and 0.1-0.8 during southern summer in the
thermal infrared (Liu et al., 2003). The present day typical low-latitude effective radius
of dust is ~1.6um (Wolff and Clancy, 2003). A uniform dust density in the lower 30 km
implies a number density of 4 x 10* m~3 ice nuclei (considering geometric cross-section only
and neglecting self-shadowing) for 7 = 0.01 (or 4 x 10° m™ for 7 = 1). At 20 km elevation (3
g/m? air; 0.03 g/m?® Hy0), this yields an ‘seeder’ crystal radius r of 58 ym (or 13 um for 7 = 1)
— a minimum, in that it assumes all ice nuclei are consumed. Since crystallization is implicit
in the updraft-velocity calculation, we do not assign a separate timescale to nucleation and
early growth.

How fast will crystals grow to precipitable size? Assuming that the ‘seeder’ crystals sink
relative to the updraft and anvil cloud while scavenging both vapor and smaller droplets,
the growth rate is just (Rogers and Yau, 1989)

dR _EM

AW (2.5)
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where E ~ 1 is collection efficiency, M ~ 0.03 g/m? H,O is cloud total water content at
20 km, p; = 910 kg/m3 is ice density, and AW = 10 ms~! is a characteristic sink rate relative
to the surrounding vapor-laden air. This gives a growth time Zgowtn ~ 2000 s to precipitable
size (assumed 200 pm). In Earth thunderstorms this also requires tens of minutes.

The crystals now begin to fall. At the low temperatures encountered at high altitudes
on Mars, we expect the water to form hexagonal cylinders (Wallace and Hobbs, 2006). The
drag coefficient Cp for cylinders is ~1 over a wide range of Reynolds number Re, 10% - 10°
(Tritton, 1988). Therefore we obtain a terminal velocity of (Tritton, 1988)

e = [ 290 (2.6)
0.5p,

which with » = 200 um gives 40 ms~!. Using the dynamic viscosity of CO, at 233K, .
= 1.2x 1077 Pa s, we obtain Re = p,usr/fta ~ 200, sustaining the assumption of 10* < Re
< 10°. Fall time from anvil cloud height is then tg; = H lume /Uoo ~ 500 seconds.

The total lifetime of the vapor from release to precipitation as snow is ¢ = tascend + tgrow +
tean ~ 3000 s. During the entire process of ascent through the plume, crystal growth, and
snow fall, the parcel has been blown sideways by the regional winds. Taking 20 m/s as a
representative shear velocity at cloud-forming altitudes of ~ 20 km (European Mars Climate
Database), we find that snowfall will be roughly ~ 60 km downwind of source. This is small
compared to the sizes of many Martian geographic features (craters, canyons, volcanoes).
Therefore, provided latent heating powers a strong buoyant plume immediately downwind
of the lake that lofts the released vapor to a height at which it will condense, we hypothesize
that localized precipitation can occur on Mars.

In order to test this hypothesis, we carry out a set of numerical experiments.

2.3 Model setup

Our numerical experiments used four nested grids with 160 km resolution on the outermost
(hemispheric) grid, increasing to 5.9 km on the innermost grid. Model vertical layer thick-
nesses varied from 2.3 km at altitude to 30 m near the ground. The lake is centered at 6.5S,
299E (the location of Juventae Chasma; paper 2).

For these simulations we prescribed flat land at Om on all grids, with uniform albedo =
0.16, uniform thermal inertia = 290 kieffers (Mellon et al., 2000), and uniform roughness z
= 0.03m (the value determined for the Mars Pathfinder landing site; Sullivan et al. (2000)).
We introduced an isothermal lake with albedo = 0.05, and constant roughness z = 0.01m,
which is close to the time-averaged roughness value obtained with the sea surface rough-
ness parameterization of Eq. 7.21 of Pielke (2002). Lake surface temperature is pinned to
278.15K, with saturation vapor pressure according to Hardy (1998). Constant lake surface
temperature is a reasonable approximation if either (1) the lake is deep and well-mixed (e.g.
for the 4km-deep lake at Juventae Chasma, cooling rate ~0.01 K day~! for an evaporation



CHAPTER 2. LOCALIZED PRECIPITATION ON MARS. 30

rate of 2 mm/hr if the lake is well-mixed), or (2) the lake surface is constantly refreshed by
discharge of warm, perhaps gas-charged water from an aquifer (Harrison and Grimm, 2008;
Bargery and Wilson, 2010). In either case, the lake temperature will change more slowly
than the (strongly diurnal) atmospheric response. The focus of this first study is to identify
the steady-state response of the atmosphere to the lake perturbation, so a time-dependent
treatment of coupled lake thermodynamics is not appropriate. We use the NASA Ames
MGCM (Haberle et al., 1993) to provide atmospheric boundary conditions. To prevent ex-
tremely high water substance mixing ratios and to allow metastable surface liquid water at
+2 km above datum (the elevation of the Juventae plateau streams in Chapter 3), we double
atmospheric pressure relative to today in our simulation by doubling initial and boundary
pressures supplied by the GCM. Runs are at Ly ~ 270° (southern summer solstice). Runs
were for 7 days, except for the ref simulation which was extended to 12 days to test for
precipitation variability. Many of these parameters were varied in sensitivity tests: see Table
1 for a list of runs and parameters varied. More details on the model setup are provided in
the Appendix.

We carried out a dry run forced by these boundary conditions using flat topography but
no lake. In the dry run, surface pressure is 1190-1270 Pa, 40% more than the saturation
vapor pressure at 278.15K. Surface temperatures range from 209-281K. Surface winds are
from the NNE, backing to the N during the passage of each afternoon’s thermal tide. Wind
direction rotates anticlockwise with increasing height until, near cloudtop elevation (~ 30
km in the reference run), wind direction stabilizes at E to ESE (the subtropical jet of Mars’
single Hadley cell). There are no significant day-to-day variations in the wind field. The

mean 0-6km shear is 22 m s~ !.

Table 2.1 Idealized simulations: list of runs with parameters

Run Full Name Lake Size (pixels) Description Deep Moist Convection?
DRY lake_0.005_Mar_7_2010 - Control case without lake -
REF lake_0.000_Jan_10_2010 11 x 11 Reference simulation (13 days) yes
LINE lake_0.001_Jan_10_2010 5 x 149 Line source in valley no
S lake_0.018_Mar_30_2010 1 x1 Size sensitivity no
M lake_0.019_Mar_30_2010 3x3 Size sensitivity no
L lake_0.030_May_10_2010 7x17 Size sensitivity yes
XXL lake_0.020_Mar_30_2010 29 x 29 Size sensitivity yes
ROUGH lake_0.006_Mar_12_2010 11 x 11 Garrett [1992] lake surface roughness yes
LO_SUN lake_0.023_Apr_16_2010 11 x 11 0.75 x present solar luminosity yes
HIRES lake_0.004_Feb_10_2010 11 x 11 Horizontal resolution check yes
WINTER lake_0.000_May_1_2010 11 x 11 Seasonal sensitivity (L, = 90°) yes
MIDLAT lake_0.000_Jun_25_2010 11 x 11 Latitude sensitivity (latitude ~45°) yes
HIPRESS lake_0.033_Jul_22_2010 11 x 11 60 mbar atmospheric pressure no
dz_30m afternoon_dz_test_30m_Jan_11_2010 11 x 11 Vertical resolution check
dz_10m afternoon_dz_test_10m_Jan_11_2010 11 =11 Vertical resolution check
dz_3m afternoon_dz_test_3m_Jan_11_2010 11 x 11 Vertical resolution check

dz_Im afternoon_dz_test_Im_Jan_1 1:2010 11 x 11 Vertical resolution check
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2.4 Analysis of reference simulation

For our reference simulation, referred to here as ref, we introduce a square lake with sides
~ 65bkm. This is similar to the diameter of Mojave Crater, a young crater with a fluvially-
modified rim (McEwen et al., 2007; Williams and Malin, 2008)). We begin the analysis by
describing the time-averaged response.
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Figure 2.2 Time averaged response to the idealized lake. The area shown is a subset of the
inmost grid, and distances are in km from lake center. The shaded area in the first panel
shows the extent of the lake. Top left panel: Temperature perturbation due to lake; top
right panel: radiative forcing at the surface; center left panel: overall surface-layer wind field
with lake added; center right panel: perturbation to surface-layer wind field due to lake;
bottom panel: total water column abundance (thin lines at spacing of 0.25 precipitable cm)
and fractional ice abundance (thick lines).
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2.4.1 Time-averaged response

Because the Mars daily average temperature is below freezing, the lake transfers sensible heat
to the atmosphere on average. It also injects radiatively-active water vapor into the atmo-
sphere, whose condensation at altitude releases latent heat and produces strongly-scattering
water ice aerosols. Time-averaged surface temperatures up to 100 km downwind of the lake
are raised by 8K as a result of these effects (Figure 2.2, top left panel).

This number is small because the time averaged longwave heating (vapor greenhouse
and cloud reradiation) and shortwave cooling (ice scattering) due to the lake nearly cancel.
Time-averaged longwave forcing peaks at +106 W/m? immediately downwind of the lake,
which is where vapor column abundance is greatest. Time-averaged shortwave forcing peaks
at -83 W/m? about 20km further SSE, which is where ice column abundance is greatest.
Net radiative forcing is ~ +30 W/m? over the lake, but typically between -3 and +15 W /m?
in the area of greatest ice precipitation (Figure 2.2, top right panel). Because of the near-
uniform northerly wind, we can understand the spatial structure of the net radiative forcing
in terms of the timescales needed for vapor to ascend and precipitate out:- net forcing is
positive just downwind of the lake, where vapor is still ascending to condensation level; it is
modestly positive or slightly negative while vapor is being converted into scatterers; and it
becomes positive again when those scatterers have had time (equivalently, distance South)
to precipitate out.

A vertical slice through the atmosphere shows three components to the time-averaged
atmospheric temperature response to the presence of the lake. Atmospheric temperatures
in a thin boundary layer above the lake are warmed by 30K. The planetary boundary layer
is thickened downwind of the lake because of the increased turbulence associated with the
lake. The surface is warmer than the atmosphere, so that part of the atmosphere that is
turbulently coupled to the surface (the planetary boundary layer) is warmer than the overly-
ing atmosphere. As a result, temperatures are higher by 4K in that part of the atmosphere
that is included in the boundary layer in the lake simulation, but which is not part of the
planetary boundary layer in the dry run. Most importantly, a narrow plume of 5-10K in-
creased temperatures extends 10-15 km above the lake. This thermal plume corresponds to
the latent heat released by the lake-induced storm. Atmospheric temperatures never exceed
273K, so liquid water droplets are never stable. Supercooled water droplets are not included
in our simulations, and could only form very close to the lake surface.

Strong low-level convergence results from the release of latent heat (Figure 2.2, center
panels).

The total water column abundance (thin lines in Figure 2.2, bottom panel) shows the
narrow extent of the weather system induced by the lake: its core is similar in horizontal
extent to a terrestrial thunderstorm. The contours of (ice/total water) fraction (thick lines in
Figure 2.2, bottom panel) are extended to the west of the lake because the ice-rich uppermost
levels of the cloud are affected by the Easterly subtropical jet. Resublimation within this jet
lowers the ice fraction with increasing distance to the west.
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Figure 2.3 Spatially-averaged time dependencies are highly repeatable between sols. Left
panel: Lake perturbation to surface temperature downwind of the lake, as a function of
surface temperature in K. Right panel: Mass of water in atmosphere in 400km side square
box centered on the cloud, as a function of near-surface air temperature in K. Green circles
correspond to vapor mass, and black crosses correspond to ice mass.

2.4.2 Spatially-averaged time dependencies

The area of peak water-ice precipitation is immediately S of the lake. Within a square with
sides ~65km immediately S of the lake, the daily temperature cycle is regular, with little
variability. Water vapor and cloud blanketing raises nighttime surface temperature by up
to 18K relative to the dry run, but the net increase in daytime surface temperature due
to the lake is small or negative because of ice-particle scattering (Figure 2.3, left panel).
Despite ice-particle scattering, afternoon surface temperature exceeds 273K in the area of
peak water-ice precipitation, so snow falling onto bare ground during the afternoon will melt.
Snow falling onto ground that is cooled by the increased albedo of snow that has fallen during
the night may or may not melt, depending on the grain size, thickness, and dust content of
the nighttime snow layer (Clow, 1987).

To track water and ice mass budgets, we average over a square 400 km on a side which
contains the lake but is centered 100km S of the lake in order to enclose the cloud. The time
dependence of the water substance mass budget is dominated by a strong afternoon peak
in atmospheric water vapor (~2.5 x the predawn minimum of ~9 Mton) at a time when
atmospheric temperatures are highest (Figure 2.3, right panel). The mass of water ice in
the atmosphere is independent of time-of-day and averages 10 Mton during sols 5-7. The
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majority of the water vapor injected into the system precipitates as water ice during the
night (see §2.4.4). Again, notice that atmospheric temperature does not exceed 273K, so
liquid water aerosol is never stable.

2.4.3 Structure of the buoyant plume

Latent heat release drives plume ascent. Figure 2.4 is a predawn snapshot: water ice mass
ratio in the plume core exceeds 1%. At 17.5 km elevation, more than 95% of water substance
is in the condensed phase and vertical velocities reach 54 m s~!. There is now little energy
to be gained from further condensation, so the plume slows and broadens. Sublimation,
entrainment, and especially precipitation, all lower the ratio of ice to vapor. The plume
overshoots its equilibrium level, peaking near 35km.

25000

VO0OU 7

Figure 2.4 N-S cross section through lake storm above idealized lake. Blue tint corresponds
to increasing water ice fraction (interval 0.002, maximum value 0.011). Labeled contours
correspond to bulk vertical velocity in m s™!. y-axis is vertical distance in m. x-axis is

horizontal distance in simulation units: 10 simulation units = 59 km. Lake extends from
69N to 79N on this scale.

At a given altitude, plume updraft velocities are strongest just before dawn and weakest in
early afternoon. This diurnal cycle in plume behavior corresponds to three related changes
in the state of the atmosphere just upwind of the lake. Firstly, the Planetary Boundary
Layer (PBL) pinches and swells during the diurnal cycle. The greater depth and intensity
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of turbulent mixing during the day leads to more entrainment of moist air by the ambient
atmosphere, where it does not contribute to the plume. Higher air temperatures disfavor
crystallization at low altitudes during the day. Together, these two changes allow more
vapor to escape during the day, by advection downwind within the thickened PBL, and not
contribute to the plume. Finally, during the day, the excess of lake temperature over land
temperature is small, and convergence is weak, so the shear velocity u, is small. Therefore,
relatively little vapor mixes from the lake surface boundary layer into the atmosphere. During
the night, the greater land-lake temperature contrast is associated with stronger convergence.
More vapor is mixed above the surface layer and entrained by the plume. Allowing for
dynamic lake surface roughness (zy ~ u?) increases the sensitivity of plume velocity to time-
of-day, which confirms the effect of surface-layer dynamics on the diurnal cycle.

2.4.4 Precipitation

Precipitation is strongly peaked just downwind of the lake. Figure 2.5 shows that time-
averaged snowfall is everywhere < 0.006 x its peak value at distances > 150 km from that
spatial peak. Peak snowfall shows a similar, but more noisy, pattern, with peak precipitation
> 4.5 mm/hr only in a small area beneath the buoyant plume. Precipitation rates increase
by a factor of 4 during the night, with a rapid decline during the morning to a lower, stable
afternoon rate.

Diurnally-averaged precipitation is steady in location over the 12 days of our extended
ref simulation. The total precipitation rate increases slightly with time.

Table 2.2 Vapor fate (end of sol 6). Units are Mt (10° metric tons). Italicized dry run is
subtracted from all other runs. See also Figure 2.6.

Evaporation Rate Water in Total Atmosphere Snow Snow Beyond Total Snow

Run (mmh") Atmosphere (%) in Lake Lake (%)
DRY" 0 420 100 0 0 0
REF (sol 6) 25 334 26 234 741 74
REF (sol 12) 25 316 11 543 1942 89
LINE 3.7 1420 12 2701 7355 88
S 16.2 26 38 0.8 427 62
M 3.6 68 49 12 59.1 51
L 25 228 e 84 204 56
XXL 29 899 9 5030 4503 91
ROUGH 2.6 381 27 250 793 73
LO_SUN 2.8 176 12 484 820 88
HIPRESS 3.4 175 22 484 820 78

“End of sol 6. Units are Mt (10° metric tons). See also Figure 6.
PRUN is subtracted from all other runs.

2.4.5 Precipitation efficiency

Figure 2.6 and Table 2 show the fate of released vapor at the end of sol 6 in ref. The majority
of the vapor precipitates <200 km from the lake. Of the vapor that reaches distances >200
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Figure 2.5 Precipitation from our ref simulation. Top left panel: Mean precipitation (mm /hr
water equivalent) for reference simulation. Peak value is 1.5 mm/hr. Top right panel:
Maximum precipitation (mm/hr water equivalent) for reference simulation. Peak value is
6 mm/hr. Bottom panel: Diurnal cycle in spatially-averaged precipitation (mm/hr) as a
function of average surface temperature (K): snow falls at a high rate during the night but
is reduced following sunrise (diagonal branch), leveling out at values ~ % of the nighttime

peak during the late afternoon (horizontal branch). Sunset permits a rapid return to high
rates of snowfall (vertical branch).
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Figure 2.6 Fate of vapor released from the lake (precipitation efficiency). Colored dots
corresponds to a models’ inventory of water substance after 6 sols, after subtracting the
inventory of a lake-free run. Color corresponds to fraction of atmospheric water in the ice
phase: red is more ice-rich, blue is more vapor-rich. Only snow on ground can contribute
to localized geomorphology. Water substance in atmosphere can contribute to regional and
global climate change: greenhouse warming is increasingly likely as the mass of atmospheric
water increases.
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km from the lake, the majority is in the form of vapor at the end of the simulation.

After 6 days of the ref run, the outermost (hemispheric) grid contains ~300 Mt more
atmospheric water than the dry run (please refer to Table 1 for details of runs and parame-
ters). This is equivalent to a global surface liquid water layer 2um thick, or a lake depth of
7 cm. This is radiatively unimportant on the global scale, and less than the current global
average (~17 pr pm in the northern hemisphere, ~9.5 pr ym in the South: Smith (2002)).
The added vapor will presumably be cold-trapped as ice on the winter pole, which is outside
the space and time limits of our simulation. If all vapor precipitates in a single season on a
polar cap of area 10° km?, it would form a layer 0.3 m thick. Layers of this thickness could
be resolved by the HiRISE camera on a gently-sloping exposure.

Figure 2.6 understates the fraction of water that precipitates locally if the conditions
that maintain a liquid surface are maintained indefinitely. This is because some of the water
that is in the atmosphere at the end of sol 6 will precipitate locally. In an extended run (ref
(sol 12) in Figure 2.6), the fraction of water that precipitates locally is increased.

2.5 Sensitivity tests

2.5.1 Vertical resolution

—&—30m z-resolution
—@—10m z-resolution
0.8l | ™™ 3m z-resolution
=¥ 1m z-resolution

Total vapor release (normalized)
o
1

.015 5 10 15 20
Time since beginning of vapor release (x 10% s)

Figure 2.7 Outcome of vertical resolution sensitivity test. Values are normalized to total
vapor release at the end of the 1m-resolution run.
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We carried out a sensitivity test to determine model vapor release as a function of vertical
resolution. The computational expense of increasing vertical resolution scales as Nlog(NV),
so runs were for only % sol starting at ~ 12 noon Local Solar Time. Vapor release rate is
moderately sensitive to model vertical resolution. Increasing surface layer thickness by a
factor of 30 decreases vapor release by 35% (Figure 2.7). Therefore, our modeled afternoon
vapor release (and precipitation) rates are probably underestimates. This is conservative, in
terms of driving localized precipitation.

2.5.2 Horizontal resolution

We carried out a simulation, hires, that added an inner grid with 2.0 km horizontal reso-
lution. (hires was initialized from ref output after 2 days). Overall storm structure was
similar, although secondary plumes developed in addition to the main plume. Peak vertical
velocity increased by 34%, peak time-averaged vertical velocity by 57 %, and cloud height
by 12%, relative to ref. When averaged to the lower resolution of ref, these differences
decreased to 16%, 26%, and 12%, respectively (Figure 2.8). Although these differences are
not negligible, we observed that our main results (strong plume and localized precipitation)
were not affected by the increase in horizontal resolution. Simulations which use resolutions
intermediate between eddy-resolving and the mesoscale are known to suffer from artifacts
caused by aliasing of barely-resolved eddies by the grid cell size, and we observed 2Ax noise
in hires. For these reasons, and because of the computational expense of high resolution,
we held model horizontal resolution at 5.9 km for the remainder of our sensitivity tests.

2.5.3 Size of idealized lake

Small lakes in our simulations are unable to drive deep convection, and have weaker localized
precipitation. We modeled square lakes with areas of ~35 km? (s), ~300 km? (m), ~1700
km? (1), and ~29000 km? (xx1), in addition to the ~4000 km? ref simulation.
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Figure 2.8 Intensity of moist convection for runs listed in Table 1. Red diamonds correspond
to peak time-averaged 